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Abstract

In this paper, we propose an unsupervised context-sensitive technique for change-detection in multitemporal remote sensing images. Here a modified self-organizing feature map neural network is used. Each spatial position of the input image corresponds to a neuron in the output layer and the number of neurons in the input layer is equal to the number of features of the input patterns. The network is updated depending on some threshold value and when the network converges, status of output neurons depict a change-detection map. To select a suitable threshold of the network, a correlation based and an energy based criteria are suggested. The proposed change-detection technique is unsupervised and distribution free. Experimental results, carried out on two multispectral and multitemporal remote sensing images, confirm the effectiveness of the proposed approach.
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1. Introduction

In remote sensing applications, change-detection is the process of identifying differences in the state of an object or phenomenon by analyzing a pair of images acquired on the same geographical area at different times [1]. Such a problem plays an important role in many different domains, like studies on land-use/land-cover dynamics [2], monitoring shifting cultivations [3], burned area assessment [4], analysis of deforestation processes [5], identification of vegetation changes [6], monitoring of urban growth [7], etc. Since all these applications usually require an analysis of large areas, development of completely automatic change-detection techniques became of high relevance in order to reduce the effort required by manual image analysis.
In the literature [2–17] several supervised and unsupervised techniques for detecting changes in remote sensing images have been proposed. The supervised methods require the availability of a “ground truth” from which a training set, containing information about the spectral signatures of the changes that occurred in the considered area between the two dates, is generated. The statistics of the classes can be more easily estimated, given the a priori information. Moreover, it is also possible to estimate the kind of changes that occurred. In contrast, unsupervised approaches perform change-detection without using any additional information, besides the raw images considered. The difficulty with collecting ground truth information regularly in time makes it mandatory to develop unsupervised change-detection methods to support the analysis of temporal sequences of remote sensing images. Change-detection problem can be defined as an unsupervised classification problem where a “changed” class and an “unchanged” class have to be distinguished, given the input images.

Most widely used unsupervised change-detection techniques are based on a three-step procedure [1]: (i) pre-processing; (ii) pixel-by-pixel comparison of two multitemporal images; and (iii) image analysis. The aim of the pre-processing step is to make the considered images as comparable as possible with respect to operations like co-registration, radiometric and geometric corrections and noise reduction. The comparison step aims at producing a further image called “difference image”, where differences between the two considered acquisitions are highlighted. Different mathematical operators can be adopted to perform image comparison. Once image comparison is performed, the change-detection/image analysis process can be carried out adopting either context-insensitive or context-sensitive procedures. The most widely used context-insensitive analysis techniques are based on histogram thresholding [8,11,17]. Thresholding procedures do not take into account the spatial correlation between neighboring pixels in the decision process. To overcome this limitation, different context-sensitive change-detection procedures based on Markov random fields (MRF) have been proposed in the literature [8,10,12,18]. These approaches require the selection of a proper model for the statistical distributions of changed and unchanged pixels. The EM algorithm [19] has been employed for estimation of these distributions under different assumptions for class distributions, e.g. Gaussian [8], generalized Gaussian [17] and mixture of Gaussian [12].

In order to overcome the limitations imposed by the need of selecting a statistical model for changed and unchanged class distributions, in this article we propose an unsupervised and context-sensitive change-detection technique which is distribution free. The presented technique automatically detects the changes in the difference image using a modified self-organizing feature map (SOFM) neural network [20]. The network has two layers, input and output. The number of neurons in the input layer is equal to the dimension of the input patterns. The input patterns are generated considering each pixel in the difference image along with its neighboring pixels, in order to take into account the spatial contextual information from the neighborhood. In the output layer, each neuron corresponds to a pixel in the difference image. The network is updated (until convergence) to generate a change-detection map for a particular assumed threshold. Different change-detection maps are generated by varying the threshold. To select an appropriate threshold automatically a correlation based and an energy based criteria are proposed. The major advantages of the proposed technique are (i) it is distribution free (both the proposed threshold selection strategies of the network are not based on any specific parametric model for the distributions of classes); (ii) unlike the techniques proposed in [8,12], it does not require manual setting of any input parameter, so it is completely unsupervised.

In order to assess the effectiveness of the proposed technique, we considered two multitemporal data sets corresponding to the geographical areas in Mexico and the Island of Sardinia, Italy, and compared the results produced by the proposed technique with those obtained by one of the popular methods published in the literature [8].

The article is organized into seven sections. Section 2 addresses the generation of the difference image. Section 3 provides a brief description of Kohonen’s self-organizing feature map neural network. Section 4 describes the proposed change-detection technique. In Section 5, the data sets used for the experiments are described. Experimental results are reported in Section 6. Finally, in Section 7, conclusions are drawn.

2. Generation of difference image

In the literature, concerning unsupervised change-detection, several techniques are used to generate the “difference image”. The difference image is computed in such a way that pixels associated with land-cover
changes present gray values significantly different from those associated with unchanged areas. Difference operator is most popularly used to generate the difference image. This operator can be applied to: (i) a single spectral band (univariate image differencing) \cite{1,21,22}; (ii) multiple spectral bands (change vector analysis) \cite{1,8}; (iii) vegetation indices (vegetation index differencing) \cite{1,23} or to other linear (e.g. tasselled cap transformation \cite{21}) or nonlinear combinations of spectral bands. Among these, the most popular change vector analysis (CVA) technique is used here to generate the difference image. This technique exploits a simple vector subtraction operator to compare two multispectral images, under analysis, pixel-by-pixel. In some cases, depending on the specific type of changes to be identified, the comparison is made on a subset of the spectral channels. The difference image is computed as the magnitude of spectral change vectors obtained for each pair of corresponding pixels.

Let us consider two co-registered and radiometrically corrected \(\gamma\)-spectral band images \(X_1\) and \(X_2\), of size \(p \times q\), acquired over the same area at different times \(T_1\) and \(T_2\), and let \(D = \{l_{mn}, 1 \leq m \leq p, 1 \leq n \leq q\}\) be the difference image obtained by applying the CVA technique to \(X_1\) and \(X_2\). Then

\[
l_{mn} = \text{int} \left( \sqrt{\sum_{x=1}^{7} (l_{mn}^1(X_1) - l_{mn}^2(X_2))^2} \right).
\]

Here \(l_{mn}^1(X_1)\) and \(l_{mn}^2(X_2)\) are the gray values of the pixel at the spatial position \((m,n)\) in \(x\)th band of images \(X_1\) and \(X_2\), respectively.

3. Kohonen’s model of self-organizing feature map

Kohonen’s self-organizing feature map (SOFM) network \cite{24,25} consists of an input and an output layer. Each neuron in the output layer is connected to all the neurons in the input layer, i.e. the \(y\)-dimensional input signal \(\hat{U} = [u_1, u_2, \ldots, u_y]\) can be passed to all the output neurons. Let the synaptic weight vector of an output neuron \(j\) be denoted by \(\hat{W}_j = [w_{j1}, w_{j2}, \ldots, w_{jq}]^T, j = 1, 2, \ldots, M\), where \(M\) is the total number of neurons in the output layer and \(w_{jk}\) is the weight of the \(j\)th unit for the \(k\)th component of the input. If the synaptic weight vector \(\hat{W}_i\) of output neuron \(i\) is best matched with input vector \(\hat{U}\), then \(\sum_{k=1}^{y} w_{ik} \cdot u_k\) will be maximum among \(\sum_{k=1}^{y} w_{jk} \cdot u_k, \forall j\). The neuron \(i\) is then called the \textit{wining neuron} for the input vector \(\hat{U}\). The \textit{wining neuron} is located at the center of a topological neighborhood of cooperating units. Let \(h_i(\text{itr})\) denote the topological neighborhood of \(\text{wining neuron}\) \(i\) at epoch number \(\text{itr}\). There are several ways to define a topological neighborhood \cite{26} such as Gaussian, rectangular, etc. The size of the topological neighborhood shrinks with increase in \(\text{itr}\). Fig. 1 shows how the size of the topological neighborhood of the \textit{wining neuron} \(i\) decreases over \(\text{itr}\) (in case of rectangular topological neighborhood). For the \(i\)th unit and all its neighbors (within a specified radius defined by \(h_i(\text{itr})\)) the following weight updating rule is applied

\[
\hat{W}_i(\text{itr} + 1) = \hat{W}_i(\text{itr}) + \eta(\text{itr}h_i(\text{itr})(\hat{U} - \hat{W}_i(\text{itr}))).
\]

Here, \(\eta(0 < \eta < 1)\) is the learning rate that determines how rapidly the system adjusts over \(\text{itr}\). The learning rate parameter \(\eta\) also decreases as \(\text{itr}\) increases. The term \(h_i(\cdot)\) ensures updating the synaptic weights of the

![Fig. 1. Rectangular topological neighborhood of neuron i over itr.](image-url)
neurons inside the topological neighborhood of winning neuron i only. The above updating procedure moves the weight vector towards the input vector. So repeated presentation of training patterns tries to make the synaptic weight vectors tend to follow the distribution of the input vectors.

4. Proposed change detection technique using modified SOFM

In this section, we propose an unsupervised context-sensitive technique for change-detection in multitemporal remote sensing images based on modified SOFM neural network. The basic idea exploited in the proposed approach is inspired by the principle used in [20] for object background classification.

4.1. Description of the network architecture

Let \( D = \{ l_{mn} \mid 1 \leq m \leq p, 1 \leq n \leq q \} \) be the difference image obtained by applying the CVA technique on \( X_1 \) and \( X_2 \). In order to use a SOFM network for solving the change-detection problems by exploiting both image radiometric properties and spatial-contextual information, we assign a neuron in the output layer of the network corresponding to each spatial position \( (m, n) \) in \( D \). The spatial correlation between neighboring pixels is modeled by generating the input patterns corresponding to each pixel in the difference image \( D \), considering its spatial neighborhood systems \( N \) of order \( d \). For a given spatial position \( (m, n) \), \( N^d(m, n) \) will be as follows: \( N^d(m, n) = \{(m, n) + (i, j), (i, j) \in N^d\} \). In greater detail, if the input patterns take first order neighborhood information \( N^1 \), then the input pattern \( \tilde{U}^m_n \) corresponding to the spatial position \( (m, n) \) is generated by considering the grey value of the pixel at position \( (m, n) \) and its four nearest neighbors, i.e. \( N^1 = \{(\pm 1, 0), (0, \pm 1)\} \). Similarly, with the second order neighborhood \( N^2 \), a pixel at position \( (m, n) \) considers its eight nearest neighboring pixels, i.e. \( N^2 = \{(\pm 1, 0), (0, \pm 1), (1, \pm 1), (-1, \pm 1)\} \). Fig. 2 depicts a second order neighborhood \( N^2 \) of a pixel at position \( (m, n) \). In the present study we used a SOFM network where the number of neurons in the output layer is equal to the number of pixels in the difference image \( D \) and the number of neurons in the input layer is equal to the dimension of the input patterns.

Let \( \tilde{U}^m_n \) and \( \tilde{W}^m_n \) be the input and weight vectors of the output neuron \( (m, n) \), respectively, be the \( y \)-dimensional input and weight vectors corresponding to the neuron \( (m, n) \) located at \( m \)th row and \( n \)th column of the output layer, i.e. \( \tilde{U}^m_n = [u_{mn,1}, u_{mn,2}, \ldots, u_{mn,y}] \) and \( \tilde{W}^m_n = [w_{mn,1}, w_{mn,2}, \ldots, w_{mn,y}]^T \). Note that in the feature mapping algorithm, the maximum lengths of the input and weight vectors are fixed. Let the maximum length for each component of the input vector be unity. To keep the value of each component of the input less than or equal to 1, let us apply a mapping function \( f \), where \( f : [c_{\min}, c_{\max}] \rightarrow [0, 1] \). Here \( c_{\min} \) and \( c_{\max} \) are the global minimum and maximum component (feature) values present in the input vectors. The initial component of the weight vectors are chosen randomly in \([0, 1]\).

4.2. Learning of the weights

\( \tilde{U}^m_n \) and \( \tilde{W}^m_n \) be the input and weight vectors of the output neuron \( (m, n) \), respectively. Now their dot product \( x(m, n) \) is

\[
\begin{array}{ccc}
(m-1,n-1) & (m-1,n) & (m-1,n+1) \\
(m,n-1) & (m,n) & (m,n+1) \\
(m+1,n-1) & (m+1,n) & (m+1,n+1)
\end{array}
\]

Fig. 2. \( N^2 \) neighborhood of pixel \( (m, n) \).
\[ x(m, n) = \tilde{U}_{mn} \cdot \tilde{W}_{mn} = \sum_{k=1}^{v} u_{mn,k} \cdot w_{mn,k}. \] (2)

Only those neurons for which \( x(m, n) \geq t \) (here \( t \) is assumed to be a pre-defined threshold) are allowed to modify (update) their weights along with their neighbors (specified by \( h_{mn}(\cdot) \)). Consideration of a set of neighbors enables one to grow the region by including those which might have been dropped out because of the initial randomness of weights (i.e. if the assigned weights are such that \( x(m, n) \geq t \) for a few \((m, n)\), then the weights of these neurons and their neighboring neurons will also be updated and subsequently categorized into changed region, if they originally belonged to changed region). The threshold \( t \) is varied from 0 to 1. To keep the value of dot product \( x(m, n) \) for all \((m, n)\) in [0, 1], we normalize each components of the weight vector \( \tilde{W}_{mn} \) of neuron \((m, n)\) such that \( \sum_{k=1}^{v} w_{mn,k} = 1 \) (here all components of the input and weight vectors are nonnegative). The \( k \)th component of the weight vector \( \tilde{W}_{mn} \) is normalized as follows:

\[
W_{mn,k} = \frac{w_{mn,k}}{\sum_{k=1}^{v} w_{mn,k}}.
\] (3)

The weight updating procedure is performed using Eq. (1). The value of learning rate parameter \( \eta(iitr) \) and the size of the topological neighborhood \( h_{mn}(iitr) \) decreases over \( iitr \). To check the convergence, total output \( O(iitr) \) for each epoch number \( iitr \) is computed as follows:

\[
O(iitr) = \sum_{x(m,n) \geq t} x(m, n). \] (4)

The updating of the weights continue until \( |O(iitr) - O(iitr - 1)| < \delta \), where \( \delta \) is a preassigned small positive quantity. After the network is converged, the pixel at spatial position \((m, n)\) in \( D \) is assigned to changed region if \( x(m, n) \geq t \), else to unchanged region. The network converges for any value of \( t \) (proof is available in [20]). Table 1 described this learning technique algorithmically.

Note that, unlike the conventional SOFM, in the present network instead of giving the same input to all output neurons and finding out the winning neuron, here different input is given to different output neurons and weight updating is performed based on the considered threshold \( t \).

### 4.3. Proposed threshold selection techniques

As stated in the previously mentioned algorithm, the updating of weights depends on the threshold value \( t \). Initially for a particular threshold \( t \), the network is updated till convergence. After convergence, if \( x(m, n) \geq t \), then make the output value \( V_{mn} \) of neuron \((m, n)\) 1, else make it -1. Thus in the output layer the neurons are divided into two groups \( G_u \) (represents unchanged regions) and \( G_c \) (represents changed regions) and a change-detection map corresponding to threshold \( t \) is generated. By varying \( t \) (threshold values are varied by an amount \( 1/L \), where \( L \) is the maximum gray value of \( D \)), different change-detection maps are generated. To select a threshold \( t_1 \) near the minimum error threshold \( t_0 \) (corresponding change-detection results provide minimum error), we propose two different criteria which are described below.

### Table 1

Learning algorithm of the presented network

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize ( \tilde{W}_{mn} ) randomly in [0, 1] for each output neuron ((m, n))</td>
</tr>
<tr>
<td>2</td>
<td>Set ( iitr = 0 ). Initialize ( \eta(iitr) ) and ( h_{mn}(iitr) )</td>
</tr>
<tr>
<td>3</td>
<td>Set ( O(iitr) = 0 )</td>
</tr>
<tr>
<td>4</td>
<td>Select an input vector ( \tilde{U}<em>{mn} ) and corresponding normalize weight vector ( \tilde{W}</em>{mn} )</td>
</tr>
<tr>
<td>5</td>
<td>Compute their dot product ( x(m, n) ) using Eq. (2)</td>
</tr>
<tr>
<td>6</td>
<td>If ( x(m, n) \geq t ) then update the weight vector ( \tilde{W}_{mn} ) along with the weights of the neighboring neurons of the ((m, n))th neuron using Eq. (1) and set ( O(iitr) = O(iitr) + x(m, n) )</td>
</tr>
<tr>
<td>7</td>
<td>Repeat Steps 4–6 for all input patterns, completing one epoch</td>
</tr>
<tr>
<td>8</td>
<td>If (</td>
</tr>
<tr>
<td>9</td>
<td>( iitr = iitr + 1 )</td>
</tr>
<tr>
<td>10</td>
<td>Decrease the value of ( \eta(iitr) ) and ( h_{mn}(iitr) ) and goto Step 3</td>
</tr>
<tr>
<td>11</td>
<td>Stop</td>
</tr>
</tbody>
</table>
4.3.1. Correlation maximization criterion

In this case, the correlation coefficient [27] between the input sequence (difference image) and the output sequence (change-detection map generated assuming threshold \( t \)) is maximized to select the near optimal threshold \( t \). As the threshold \( t \) is varied, the change-detection map also varies, thereby the value of the correlation coefficient is changed. When the threshold corresponds to the boundary between changed and unchanged pixels, the correlation coefficient becomes maximum. Let \( Y \) and \( Z \) be two random variables that correspond to the input and output sequences, respectively. The correlation coefficient between \( Y \) and \( Z \) for threshold \( t \) (denoted as \( R_{YZ}(t) \)) is defined as

\[
R_{YZ}(t) = \frac{\text{cov}(Y, Z)}{\sigma_Y \cdot \sigma_Z}.
\]

Here \( \text{cov}(Y, Z) \) is the covariance of \( Y \) and \( Z \); \( \sigma_Y \) and \( \sigma_Z \) are the standard deviations of \( Y \) and \( Z \), respectively. As \( l_{mn} \) and \( V_{mn} \) are the values of the difference image and output image (assuming threshold \( t \)) at the spatial position \( (m, n) \), respectively. The above formula may be rewritten as

\[
R_{YZ}(t) = \frac{\sum_{m,n} l_{mn} \cdot V_{mn} - \frac{1}{pq} \sum_{m,n} l_{mn} \cdot \sum_{m,n} V_{mn}}{\sqrt{\sum_{m,n} l_{mn}^2 - \frac{1}{pq} \left( \sum_{m,n} l_{mn} \right)^2} \sqrt{\sum_{m,n} V_{mn}^2 - \frac{1}{pq} \left( \sum_{m,n} V_{mn} \right)^2}},
\]

We compute the correlation coefficient assuming different threshold and \( t_1 \) is assumed to be a near optimal threshold, if the correlation coefficient \( R_{YZ} \) is maximum at \( t_1 \). Considering this automatically derived threshold \( t_1 \), we update the weights of the network and when the network converges the output layer implicitly generates a change-detection map.

4.3.2. Energy based criterion

In this case, a near optimal threshold is found out by analyzing the overall status of the change-detection maps obtained with different thresholds. To describe the overall status of the change-detection map generated by any threshold \( t \), we used the following expression of energy [28]:

\[
E(t) = -\sum_{m=1}^{p} \sum_{n=1}^{q} \left( \sum_{(i,j) \in N(mn)} V_{mn} \cdot V_{ij} \right) - \sum_{m=1}^{p} \sum_{n=1}^{q} V_{mn}^2.
\]  

(5)

The energy value defined in Eq. (5) has two parts. In terms of images, the first part can be seen as the impact of the gray values of the neighboring pixels, whereas the second part can be attributed to the gray value of the pixel under consideration. As in the present context, the value of \( V_{mn} = \pm 1, \forall (m, n) \), the above expression takes the minimum value when the generated change-detection map totally belongs to either unchanged regions \( (V_{mn} = -1, \forall (m, n)) \) or changed regions \( (V_{mn} = +1, \forall (m, n)) \). It takes the maximum value when the number of unchanged and changed regions are very high. In the proposed procedure, we first compute the energy (at convergence) of each change-detection map generated by different thresholds and plot these status values with the corresponding threshold value (see Fig. 3). By analyzing the behavior of this graph, one can see that initially the value of \( E(t) \) increases with \( t \) (as the number of changed and unchanged regions increases. After a certain threshold value, \( E(t) \) decreases (as some unchanged regions are merged together). After that the energy does not change significantly with change in threshold, i.e., changed and unchanged regions are not significantly altered. We expect that this stable behavior of the energy function \( E(t) \) is reached around optimal initialization threshold \( t_0 \) (see Fig. 3). If the threshold value increases more, the energy changes slowly and reaches a minimum when the whole output image belongs to the unchanged class. By observing this general behavior, we propose a heuristic technique that first generates the smallest convex curve \( E_t(\cdot) \) containing the energy curve \( E(\cdot) \) using the concavity analysis algorithm [29] and then exploiting these two curves, a threshold \( t_1 \), close to the optimal threshold \( t_0 \), is automatically detected. Considering this automatically derived threshold \( t_1 \), we update the weights of the network and at the convergence of the network the output layer implicitly generates a change-detection map. The corresponding algorithm is described in Table 2.
5. Description of the data sets

In order to carry out an experimental analysis aimed at assessing the effectiveness of the proposed approach, we considered two multitemporal data sets corresponding to geographical areas of Mexico and Island of Sardinia, Italy. A detailed description of each data set is given below.

5.1. Data set related to Mexico area

The first data set used in the experiment is made up of two multispectral images acquired by the Landsat Enhanced Thematic Mapper Plus (ETM+) sensor of the Landsat-7 satellite in an area of Mexico on 18th April 2000 and 20th May 2002. From the entire available Landsat scene, a section of $512 \times 512$ pixels has been selected as test site. Between the two aforementioned acquisition dates a fire destroyed a large portion of

---

### Table 2
Algorithm for automatically detecting the near optimal threshold $t_1$

<table>
<thead>
<tr>
<th>Phase 1: Generate the smallest convex curve $E_1(\cdot)$ containing the energy curve $E(\cdot)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1:</strong> Initialize $k = 0.0$</td>
</tr>
<tr>
<td><strong>Step 2:</strong> While $k \neq 1.0$</td>
</tr>
<tr>
<td><strong>Step 3:</strong> For $i = k$ to 1.0 step $\frac{1}{k}$ (L is the maximum gray value of $D$)</td>
</tr>
<tr>
<td><strong>Step 4:</strong> Compute the gradient (slope) of the line passing through the points $(k, E(k))$ and $(i, E(i))$</td>
</tr>
<tr>
<td><strong>Step 5:</strong> Find out a point $(j, E(j)), k &lt; j \leq 1.0$, such that the slope of the line passing through the points $(k, E(k))$ and $(j, E(j))$ is maximum</td>
</tr>
<tr>
<td><strong>Step 6:</strong> Join the two points $(k, E(k))$ and $(j, E(j))$ by a straight line (this line is a part of the convex curve $E_1(\cdot)$)</td>
</tr>
<tr>
<td><strong>Step 7:</strong> Reset $k = j$</td>
</tr>
<tr>
<td><strong>Step 8:</strong> End while</td>
</tr>
<tr>
<td><strong>Phase 2: Derive the initialization threshold value $t_1$</strong></td>
</tr>
<tr>
<td><strong>Step 9:</strong> Find the point $(t_2, E(t_2))$ on the energy curve where energy value is maximum (see Fig. 3)</td>
</tr>
<tr>
<td><strong>Step 10:</strong> Select $t_2$, so that ${E(t_2) - E(t_i)} = \max{E(t_2) - E(t_i)}, t_i \leq t_2 \leq 1.0$</td>
</tr>
<tr>
<td><strong>Step 11:</strong> Select the threshold $t_1$, at the intersection between the straight line connecting $(t_2, E(t_2))$ and $(t_2, E(t_2))$ and the straight line parallel to the abscissa and passing through the minimum energy value $E(1)$ (see Fig. 3)</td>
</tr>
<tr>
<td><strong>Step 12:</strong> Stop</td>
</tr>
</tbody>
</table>

---

Fig. 3. Behavior of energy value with threshold. Threshold $t_1$ is detected by the proposed approach ($t_0$ is the optimal).
the vegetation in the considered region. Fig. 4a and b shows channel 4 of the 2000 and 2002 images, respectively. In order to be able to make a quantitative evaluation of the effectiveness of the proposed approach, a reference map was manually defined (see Fig. 4d) according to a detailed visual analysis of both the available multitemporal images and the difference image (see Fig. 4c). Different color composites of the above mentioned images were used to highlight all the portions of the changed area in the best possible way. This procedure resulted in a reference map containing 25,599 changed and 236,545 unchanged pixels. Experiments were carried out to produce, in an automatic way, a change-detection map as similar as possible to reference map that represents the best result obtainable with a time consuming procedure.

Analysis of the behavior of the histograms’ of multitemporal images did not reveal any significant difference due to light and atmospheric conditions at the acquisition dates. Therefore, no radiometric correction algorithm was applied. The 2002 image was registered on the 2000 one using 12 ground control points. The procedure led to a residual average misregistration error on ground control points of about 0.3 pixels.

5.2. Data set related to Sardinia Island, Italy

The second data set used in the experiment is composed of two multispectral images acquired by the Landsat Thematic Mapper (TM) sensor of the Landsat-5 satellite in September 1995 and July 1996. The test site is a section of 412 × 300 pixels of a scene including lake Mulargia on the Island of Sardinia (Italy). Between the two aforementioned acquisition dates the water level in the lake increased (see the lower central part of the image). Fig. 5a and b shows channel 4 of the 1995 and 1996 images. As done for the Mexico data set, in this case also a reference map was manually defined (see Fig. 5d) according to a detailed visual analysis of both the available multitemporal images and the difference image (see Fig. 5c). At the end, 7480 changed and 116,120 unchanged pixels were identified. As histograms did not show any significant difference, no radiometric correction algorithms were applied to the multitemporal images. The images were co-registered with 12 ground control points resulting in an average residual misregistration error of about 0.2 pixels on the ground control points.

![Fig. 4. Image of Mexico. (a) Band 4 of the Landsat ETM+ image acquired in April 2000; (b) band 4 of the Landsat ETM+ image acquired in May 2002; (c) corresponding difference image generated by CVA technique; and (d) reference map of the changed area.](image-url)
6. Experimental results

In this study, the input vectors $\tilde{U}_{mn}$ (for each pixel $(m,n) \in D$) have nine components considering the gray value of the pixel $(m,n)$ and the gray values of its eight neighboring pixels (here $N^2$ neighbor is considered). To map the value of each component of the input vectors in $[0,1]$, the following formula is used:

$$\frac{u_{mn,k} - c_{\text{min}}}{c_{\text{max}} - c_{\text{min}}}$$

where $u_{mn,k}$ is the $k$th component value of input vector $\tilde{U}_{mn}$ and $c_{\text{max}}, c_{\text{min}}$ are the maximum and minimum available gray values of the difference image $D$. The weight vectors also have nine components. Initial weights are assigned randomly in $[0,1]$. The learning rate parameter $\eta$ is chosen as $\eta(\text{itr}) = \frac{1}{1+\text{itr}}$, i.e. the value of $\eta$ at the $\text{itr}$th epoch is taken as $\frac{1}{1+\text{itr}}$. This ensures $0 < \eta \leq 1$ and it decreases with $\text{itr}$. Initial size of the topological neighborhood $h_{mn}(\text{itr}), \forall (m,n)$ was taken as a $11 \times 11$ rectangular window, and gradually reduced to $3 \times 3$ after 5 epochs and kept constant for the remaining epochs (until converges). The value of the convergence parameter $\delta$ is considered as 0.01.

The first experiment aims at assessing the validity of the proposed threshold selection criteria (as described in Section 4.3). To this end, the optimal threshold $t_0$ is chosen by a trial-and-error procedure where the change-detection maps (at convergence of the network) are generated by varying threshold $t$ and computing the change-detection error corresponding to each threshold with the help of the reference map (please note that the reference map is not available in real situation). The threshold $t_0$ corresponds to the minimum change-detection error. The change-detection results obtained considering the threshold detected by the proposed criteria were compared with the change-detection results produced by assuming optimal threshold $t_0$.

In order to establish the effectiveness of the proposed technique, the second experiment compares the results (change-detection maps) provided by our method with a context-insensitive manual trial-and-error thresholding (MTET) technique [17] and a context-sensitive technique presented in [8] based on the combined use of the EM algorithm and Markov random fields (MRF) (we refer to it as EM + MRF technique). The MTET technique generates a minimum error change-detection map under the hypothesis of spatial independence among pixels by finding a minimum error decision threshold for the difference image. The minimum error decision threshold is obtained by computing change-detection errors (with the help of the reference map) for all values

![Image of Sardinia Island, Italy. (a) Band 4 of the Landsat TM image acquired in September 1995; (b) band 4 of the Landsat TM image acquired in July 1996; (c) difference image generated by CVA technique using bands 1, 2, 4, & 5; and (d) reference map of the changed area.](image_url)
of the decision threshold. Note that, this minimum error context-insensitive threshold is different from the context-sensitive optimal threshold \( t_0 \) as obtained in the first experiment. Comparisons were carried out in terms of both overall change-detection error and number of false alarms (i.e. unchanged pixels identified as changed ones) and missed alarms (i.e. changed pixels categorized as unchanged ones).

6.1. Results on Mexico data

In order to determine the most effective spectral bands for detecting the burned area in the considered data set we performed some trials. On the basis of the results of these trials, we found that band 4 is very effective to locate the burned area. Hence we generated the difference image by considering only spectral band 4.

To assess the validity of the automatically derived threshold \( t_1 \), in the first experiment a comparison was carried out between the optimal threshold \( t_0 \) and the thresholds \( t_1 \) detected by the proposed correlation based criterion and energy based criterion. Fig. 6a and b shows the variation of correlation coefficient and energy value, respectively with threshold. From Fig. 6, it is seen that the correlation criterion automatically selects a threshold \( t_1 \) which is on the right side of \( t_0 \) and the energy based criterion selects a threshold \( t_1 \) which is on the left side of \( t_0 \). But both the thresholds are near to the optimal one. Table 3 shows the change-detection results produced by the proposed technique assuming optimal threshold \( t_0 \) and automatically detected thresholds \( t_1 \). As the correlation based criterion selects higher threshold value (with \( t_1 = 0.232 \)), it generates higher missed alarms and lower false alarms as compared to energy based one (with \( t_1 = 0.183 \)). Since correlation based criterion is able to detect a threshold \( t_1 \) which is closer to the optimal threshold \( t_0 \) (with \( t_0 = 0.216 \)), the overall error produced by this criterion (3217 pixels) is close to the optimal one (2979 pixels).

As mentioned, in the second experiment, the change-detection results produced by the proposed context-based approaches are compared with those obtained by the context-insensitive MTET and context-sensitive EM + MRF [see [8]] techniques. The results are put in Table 4. It is seen from the table that the overall error obtained by the proposed method (using two threshold selection criteria) is much smaller than the overall error incurred by MTET technique. Concerning the error typology, the proposed technique based on correlation criterion and energy criterion resulted in 3217 and 3512 pixels as overall error, respectively, whereas the MTET involves 4591 pixels. For a better understanding of the behavior of the different methods the change-detection maps produced by them are depicted in Fig. 7. A visual comparison points out that the proposed approach exploits the spatio-context information for reducing the noise present in the maps. Table 4 also presents the best change-detection result obtained by the context-sensitive EM + MRF technique, when the parameter \( \beta \) of MRF [8] was set to 1.5 (this value was defined manually and corresponds to the minimum possible error). The overall error obtained by the proposed technique based on correlation criterion is similar to the existing EM + MRF technique; whereas the technique based on energy criterion produces slightly poor performance.
results as compared to the existing EM + MRF technique. In particular, the correlation based technique produced 3217 overall error (with 2039 missed alarms and 1178 false alarms) and the energy based technique generated 3512 overall error (with 583 missed alarms and 2929 false alarms), whereas the EM + MRF produced 3203 overall error (with 946 missed alarms and 2257 false alarms). Note that the proposed technique does not require the optimization of the parameter $\beta$, thus resulting in a more practical tool for applications.

6.2. Results on Sardinia Island data

We applied the CVA technique on spectral bands 1, 2, 4, and 5 of the two multispectral images to generate the difference image, as preliminary experiments show that the above channels contain useful information of the changes in water level.

In the first experiment, the results obtained by the proposed approach with the automatically detected threshold $t_1$ using correlation criterion and energy criterion were compared with the results produced by considering the optimal threshold $t_0$. Fig. 8a and b shows the variation of correlation coefficient and energy value versus threshold. From an analysis of Fig. 8 one can deduce that the proposed technique, based on both the correlation and energy criteria, select the thresholds which are on the left side of the optimal threshold $t_0$; but both the thresholds are near to the optimal one. Table 5 shows the change-detection results produced by the proposed technique for the optimal threshold $t_0$ and automatically detected thresholds $t_1$. As the threshold (with $t_1 = 0.356$) detected by the energy based criterion is higher than the threshold (with $t_1 = 0.337$) detected

![Fig. 7. Change-detection map obtained for Mexico data by (a) the proposed technique based on correlation criterion; (b) the EM + MRF technique; and (c) the context-insensitive MTET technique.](image-url)
by correlation based criterion, the energy based technique generates higher missed alarms and lower false alarms. As the energy based criterion detects a threshold \( t_1 \) which is more close to the optimal threshold \( t_0 = 0.368 \), the produced overall error (1664 pixels) is more close to the optimal one (1648 pixels).

Concerning the second experiment, the change-detection results produced by the proposed approach was compared with the change-detection results obtained by the context-insensitive MTET procedure and context-sensitive EM + MRF technique (see [8]). Table 6 shows the change-detection results obtained applying different techniques. By analyzing those results, one can deduce that the overall change-detection error obtained by the proposed technique based on both the criteria are less than the overall error incurred by the MTET technique. For example, the overall error obtained by the proposed technique based on correlation criterion and energy criterion are 1885 pixels and 1664 pixels, respectively; whereas the overall error yielded by the MTET technique is 1890 pixels. Fig. 9 shows the change-detection maps produced by the different techniques. A visual comparison points out that the proposed approach exploits the spatio-contextual information for reducing the noise present in the maps. Table 6 also presents the best change-detection result obtained by the context-sensitive EM + MRF technique, when the parameter \( \beta \) of MRF [8] was set to 2.2. Although the

![Fig. 8. Variation of the (a) correlation coefficient and (b) energy value with threshold. Detected threshold \( t_1 \) is close to the optimal threshold \( t_0 \) (Sardinia Island data).](image)

### Table 5

<table>
<thead>
<tr>
<th>Techniques used</th>
<th>Detected thresholds</th>
<th>Missed alarms</th>
<th>False alarms</th>
<th>Overall error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>0.368 ((t_0))</td>
<td>1090</td>
<td>558</td>
<td>1648</td>
</tr>
<tr>
<td>Correlation</td>
<td>0.337 ((t_1))</td>
<td>721</td>
<td>1164</td>
<td>1885</td>
</tr>
<tr>
<td>Energy</td>
<td>0.356 ((t_1))</td>
<td>935</td>
<td>729</td>
<td>1664</td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>Techniques used</th>
<th>Missed alarms</th>
<th>False alarms</th>
<th>Overall error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>721</td>
<td>1164</td>
<td>1885</td>
</tr>
<tr>
<td>Energy</td>
<td>935</td>
<td>729</td>
<td>1664</td>
</tr>
<tr>
<td>MTET</td>
<td>1015</td>
<td>875</td>
<td>1890</td>
</tr>
<tr>
<td>EM + MRF ((\beta = 2.2))</td>
<td>592</td>
<td>1108</td>
<td>1700</td>
</tr>
</tbody>
</table>

The table also gives the errors associated with the context-insensitive MTET and context-sensitive EM + MRF techniques (Sardinia Island data).
overall error obtained by the proposed technique based on correlation criterion is slightly higher than the existing EM + MRF technique, the proposed technique based on energy criterion generates lower overall error. In particular, the correlation based technique produced 1885 overall error (i.e. 721 missed alarms and 1164 false alarms) and the energy based technique generated 1664 overall error (i.e. 935 missed alarms and 729 false alarms), whereas the EM + MRF produced 1700 overall error (i.e. 592 missed alarms and 1108 false alarms).

7. Discussion and conclusion

In this article, an unsupervised and context-sensitive technique for change-detection in multitemporal remote sensing images has been proposed. The technique discriminates the changed and unchanged regions in the difference image by using a modified SOFM network implemented according to a specific architecture. Here the number of input neurons is equal to the dimension of the input patterns and the number of output neurons is equal to the number of pixels in the difference image, i.e. one neuron is assigned to each pixel of the difference image.

In the presented technique two different criteria are proposed to select a near optimal threshold. The proposed technique shows the following advantages with respect to the context-sensitive change-detection method based on the EM + MRF [8]: (i) it is distribution free, i.e. it does not require any explicit assumption on the statistical model of the distributions of classes of changed and unchanged pixels and (ii) it is completely automatic, i.e. the proposed technique does not require the setting of any input parameters manually (the EM + MRF technique requires the definition of the regularization parameter $\beta$ that tunes the effect of the spatio-contextual information). Although SOFM itself has some parameters (like $h$, $\eta$), but there is no need to set them manually. In terms of computational complexity, the time requirement of the proposed technique is comparable to that of [8]. It is also worth noting that for the considered kind of application it is not fundamental to produce results in real time.

Experimental results obtained on different real multitemporal data sets confirm the effectiveness of the proposed approach, which significantly outperforms the standard optimal manual context-insensitive technique and provides an overall change-detection error comparable to the best one achieved with the context-sensitive EM + MRF technique.

In order to take spatial contextual information of the difference image, in this work the gray value of the pixel and the gray values of its neighboring pixels are used as input. In future, further experiments can be done by taking wavelet based or gray level co-occurrence matrix based features as input.
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