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Abstract. S-boxes having large number of linearly independent multivariate bi-affine or quadratic equations may be susceptible to certain kinds of algebraic attack. In a 2011 IEEE-IT paper Kishan Chand Gupta et. al. provided a polynomial time algorithm to compute the maximal set of bi-affine and quadratic equations for S-boxes based on power mappings. In this paper, we study some structures and properties of coefficients of bi-affine equations.
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1 Introduction

Power mappings are of interest because unlike random permutations, they can be implemented in hardware without a lookup table. This facilitates compact and fast implementations of S-boxes in hardware. AES [9] uses S-boxes which are based on power mapping $x \mapsto x^{-1}$ over $\mathbb{F}_{2^8}$. Algebraic attacks are cryptanalytic attacks that reconstruct the secret key by solving the underlying equations. The idea behind the algebraic attacks is to express the cipher as a system of multivariate equations whose solution gives the secret key. The complexity of the attack depends on the number of such equations, their type (sparseness) and their algebraic degree. The first algebraic attack on a block cipher was discussed in [18]. For other developments in the area of algebraic attacks on block ciphers see [1,2,6,7,14,15]. In [7], Courtois and Pieprzyk showed that AES [9] can be vulnerable by solving an overdefined system of algebraic equations. The authors presented an algorithm called Extended Sparse Linearization (XSL) to solve this multivariate equations.
Tools to calculate the number of linearly independent multivariate equations for S-boxes have been discussed in [3, 4, 7, 8, 16, 17]. The authors of [11] provided algorithms to compute the maximal set of actual bi-affine and quadratic equations in polynomial time. We study certain properties and patterns of such equations. We would like to mention here that tools developed in this paper are similar to [17] and many results of [17] are restated for easy reading.

In Section 2 we provide definitions and preliminaries. In Section 3 and Subsections therein, we study properties of coefficients of such equations. We conclude the paper in Section 4.

2 Definitions and Preliminaries

Let \( \mathbb{F}_2 = \{0, 1\} \) be the finite field of two elements and \( \mathbb{F}_{2^n} \) be the finite field of \( 2^n \) elements. We consider the domain of an \( n \)-variable Boolean function to be the vector space \( (\mathbb{F}_{2^n}, +) \) over \( \mathbb{F}_2 \), where + is used to denote the addition operator over both \( \mathbb{F}_2 \) and the vector space \( \mathbb{F}_{2^n} = \{x_1, x_2, \ldots, x_n | x_i \in \mathbb{F}_2 = \{0, 1\}\} \) and \( n \) is a positive integer. Note, \( x^{2^n} = x \) for all \( x \in \mathbb{F}_{2^n} \) and \( x_i x_i = x_i \) for all \( x_i \in \mathbb{F}_2 \). We will often denote a matrix by \( ((a_{i,j})) \), where \( a_{i,j} \) is the \( (i,j) \)-th element of the matrix.

Any \( n \) variable Boolean function \( g: \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \), can be uniquely represented as a multivariate polynomial over \( \mathbb{F}_2 \), called the algebraic normal form,

\[
g(x_1, \ldots, x_n) = a_0 + \sum_{1 \leq i \leq n} a_i x_i + \sum_{1 \leq i < j \leq n} a_{i,j} x_i x_j + \ldots + a_{1,2,\ldots,n} x_1 x_2 \ldots x_n,
\]

where the coefficients \( a_0, a_i, a_{i,j}, \ldots, a_{1,2,\ldots,n} \in \mathbb{F}_2 \). The degree of the Boolean function \( g \), denoted by \( \deg(g) \), is the same as the degree of the multivariate polynomial.

An \((n, m)\) S-box (or vectorial function) is a map \( F: \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m \) and has component functions \( f_1, \ldots, f_m \). We define the degree of an \((n, m)\) S-box \( F \) to be the minimum of the degrees of all non zero linear combinations of its component functions.

An \( n \) variable affine function \( l \) is of the form \( l(x_1, \ldots, x_n) = a_0 + \sum_{1 \leq i \leq n} a_i x_i \) where the coefficients \( a_0, a_i \in \mathbb{F}_2 \). If \( a_0 = 0 \), the function is called linear.

The Hamming weight of an integer \( i \) is the number of nonzero coefficients in the binary representation of \( i \) and is denoted by \( H(i) \). For example \( H(5) = 2, H(8) = 1 \).
\( \mathbb{F}_{2^n} \) and \( \mathbb{F}_2^n \) are isomorphic when both of them are regarded as vector space. The isomorphism is given by \( x = (x_1 \alpha_1 + x_2 \alpha_2 + \cdots + x_n \alpha_n) \mapsto \{x_1, x_2, \ldots, x_n\} \), where \( \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \) is a basis of \( \mathbb{F}_{2^n} \). So a map \( F: \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n} \) is a \((n, n)\) S-box.

Finite fields are polynomially complete i.e. any function \( F: \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n} \) can be represented as a polynomial of degree \( \leq 2^n - 1 \) over \( \mathbb{F}_{2^n} \). So any \((n, n)\) S-box \( F \) can be represented as

\[
F(x) = \sum_{i=0}^{2^n-1} a_i x^i
\]

where \( a_i \in \mathbb{F}_{2^n} \) [12]. A function \( F: \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^n} \) such that \( F(x) = x^a \), where \( a \in \mathbb{Z}_{2^n-1} \) is called power function.

A cyclotomic coset \( C_s \) modulo \((2^n - 1)\) is defined as \([13, \text{page } 104]\)

\[
C_s = \{s, s \cdot 2, \ldots, s \cdot 2^{n-1}\}
\]

where \( n_s \) is the smallest positive integer such that \( s \equiv s2^{n_s} \text{(mod } 2^n - 1) \). The subscript \( s \) is chosen as the smallest integer in \( C_s \), and \( s \) is called the coset leader of \( C_s \). Note that \( n_s \) is the size of the coset \( C_s \) which will also be denoted by \( |C_s| \). The set of all coset leaders modulo \((2^n - 1)\) is denoted by \( \Upsilon(n) \). The computations in cosets are performed in \( \mathbb{Z}_{2^n-1} \), the ring of integers modulo \((2^n - 1)\). For \( n = 4 \) the cyclotomic cosets modulo \( 2^4 - 1 = 15 \) are: \( C_0 = \{0\}, C_1 = \{1, 2, 4, 8\}, C_3 = \{3, 6, 12, 9\}, C_5 = \{5, 10\}, C_7 = \{7, 14, 13, 11\} \). Note \( |C_5| = 2 \), \( |C_1| = 4 \), and \( \Upsilon(4) = \{0, 1, 3, 5, 7\} \).

A trace function \( Tr^n_{m}: \mathbb{F}_{2^n} \rightarrow \mathbb{F}_{2^m} \), is given by \([12, \text{page } 51]\)

\[
Tr^n_{m}(x) = \sum_{i=0}^{m-1} x^{2^{mi}} = x + x^2 + x^{2^2} + \ldots + x^{2^{m-1}}, \ x \in \mathbb{F}_{2^n}.
\]

For \( m = 1 \), \( Tr^n_{1}(x) = \sum_{i=0}^{n} x^{2^i} = x + x^2 + x^{2^2} + \ldots + x^{2^{n-1}} \). It is easy to check that for all \( x, y \in \mathbb{F}_{2^n}, Tr^n_{m}(x+y) = Tr^n_{m}(x)+Tr^n_{m}(y) \) and \( Tr^n_{m}(cx) = cTr^n_{m}(x) \), where \( c \in \mathbb{F}_{2^m} \) and \( x \in \mathbb{F}_{2^n} \). So the trace function \( Tr^n_{m} \) is a linear transformation from \( \mathbb{F}_{2^n} \) to \( \mathbb{F}_{2^m} \), when both \( \mathbb{F}_{2^n} \) and \( \mathbb{F}_{2^m} \) are viewed as vector spaces. Also note that \( Tr^n_{m}(x) = Tr^n_{m}\left(x^{2^{ml}}\right) \) and \( Tr^n_{1}(x) = Tr^n_{1}\left(x^{2^{l}}\right) \) for any non-negative integer \( l \).
Any $n$ variable Boolean function $f: \mathbb{F}_{2^n} \to \mathbb{F}_2$, can be uniquely represented as a sum of trace functions [10, page 178]

$$f(x) = \sum_{k \in \Upsilon(n)} Tr_{1}^{n_k}(A_k x^k) + A_{2^n-1} x^{2^n-1}, \quad A_k \in \mathbb{F}_{2^n}, \quad A_{2^n-1} \in \mathbb{F}_2,$$

where $\Upsilon(n)$ is the set consisting of all coset leaders modulo $2^n - 1$, $n_k$ is the size of the coset $C_k$, and $Tr_{1}^{n_k}(x)$ is the trace function from $\mathbb{F}_{2^n} \to \mathbb{F}_2$. If $f(x)$ is balanced, we have [10]

$$f(x) = \sum_{k \in \Upsilon(n)} Tr_{1}^{n_k}(A_k x^k), \quad A_k \in \mathbb{F}_{2^n}, \quad x \in \mathbb{F}_{2^n}. \quad (2)$$

The algebraic degree of $f$, denoted by $\deg(f)$, is given by the largest $w$ such that $A_k \neq 0$ and $H(k)=w$. It is easy to check the following facts,

**Fact: 1** For $|C_k| = n_k$, $Tr_{1}^{n_k}(A_k x^k) = 0$ if and only if $A_k = 0$. If $A_k \neq 0$ then $Tr_{1}^{n_k}(A_k x^k)$ gives a Boolean function of degree $H(k)$.

**Fact: 2** If $|C_k| = m < n$, then $Tr_{1}^{m}(A_k x^{2^m k}) = Tr_{1}^{m}(A'_k x^{2^m k}) = Tr_{1}^{m}(A'_k 2^{m-t} x^k)$, where $A'_k = Tr_{m}^{n}(A_k)$. There are $2^{n-m}$ elements of $\mathbb{F}_{2^n}$ for which $Tr_{m}^{n}$ maps to 0 [13, page 116].

Consider any arbitrary basis $\{\alpha_1, \ldots, \alpha_n\}$ of $\mathbb{F}_{2^n}$. A basis $\{\beta_1, \ldots, \beta_n\}$ is called dual basis of $\{\alpha_1, \ldots, \alpha_n\}$ if

$$Tr_{1}^{n}(\alpha_i \beta_j) = \begin{cases} 
0 & \text{for } i \neq j \\
1 & \text{for } i = j. 
\end{cases}$$

**Fact: 3** [13, page 118] Every basis of $\mathbb{F}_{2^n}$ has a dual basis.

Let $\{\alpha_1, \ldots, \alpha_n\}$ be an arbitrary basis of $\mathbb{F}_{2^n}$. Then the inverse of the matrix

$$
\begin{pmatrix}
\alpha_1 & \alpha_1^2 & \ldots & \alpha_1^{2^{n-1}} \\
\alpha_2 & \alpha_2^2 & \ldots & \alpha_2^{2^{n-1}} \\
\cdots & \cdots & \cdots & \cdots \\
\alpha_n & \alpha_n^2 & \ldots & \alpha_n^{2^{n-1}} 
\end{pmatrix}
$$
always exists and is of the form \[ [13, \text{page 117}] \]

$$
\begin{pmatrix}
\beta_1 & \beta_2 & \ldots & \beta_n \\
\beta_1^2 & \beta_2^2 & \ldots & \beta_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
\beta_1^{2^{n-1}} & \beta_2^{2^{n-1}} & \ldots & \beta_n^{2^{n-1}}
\end{pmatrix}.
$$

The first row \( \{\beta_1, \beta_2, \ldots, \beta_n\} \) will be the dual basis of \( \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \).

Let \( \{\alpha_1, \ldots, \alpha_n\} \) and \( \{\beta_1, \ldots, \beta_n\} \) be the dual basis of \( \mathbb{F}_{2^n} \) and \( x = x_1 \alpha_1 + \cdots + x_n \alpha_n \). Then \( \text{Tr}^n_i(\beta_i x) = \text{Tr}^n_i(\beta_i(x_1 \alpha_1 + x_2 \alpha_2 + \cdots + x_n \alpha_n)) = \text{Tr}^n_i(\sum_{k=1}^n x_k \beta_i \alpha_k) = \sum_{k=1}^n x_k \text{Tr}^n_i(\beta_i \alpha_k) = x_i \).

We record this important result in the following fact.

**Fact:** 4 Let \( \{\alpha_1, \ldots, \alpha_n\} \) be any arbitrary basis of \( \mathbb{F}_{2^n} \) and \( \{\beta_1, \ldots, \beta_n\} \) be its dual basis and \( x = x_1 \alpha_1 + \cdots + x_n \alpha_n \), then \( x_i = \text{Tr}^n_i(\beta_i x) \).

Let’s fix any arbitrary basis \( \{\alpha_1, \alpha_2, \ldots, \alpha_n\} \) for \( \mathbb{F}_{2^n} \). Then \( \mathbb{F}_{2^n} \) and \( \mathbb{F}_2^n \) are isomorphic and can be used interchangeably. Consider \( F : \mathbb{F}_{2^n} \to \mathbb{F}_{2^n} \) to be an S-box based on a power mapping. Such S-boxes are classified according to the exponent \( a \) of the power mapping such that \( y = F(x) = x^a \). Bi-affine equations are of the form

$$
\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j + \sum_i u_i x_i = 0, \quad a_{i,j}, v_j, u_i \in \mathbb{F}_2.
$$

(3)

where \( x = x_1 \alpha_1 + \cdots + x_n \alpha_n \) and \( y = y_1 \alpha_1 + \cdots + y_n \alpha_n \).

Now we provide following Propositions which is mainly from [17]. For the sake of clarity, we also provide the proof.

**Proposition 1.** [17, Proposition 1] Let \( x = \sum_{i=1}^n x_i \alpha_i, \ y = \sum_{i=1}^n y_i \alpha_i \) and \( a_{i,j} \in \mathbb{F}_2 \). Then

$$
\sum_{i,j} a_{i,j} x_i y_j = \sum_{k=0}^{n-1} \text{Tr}^n_i(b_k x^{2^k} y), \quad \text{where} \quad b_k = \sum_{i,j} a_{i,j} \beta_i^{2^k} \beta_j \in \mathbb{F}_{2^n}.
$$

**Proof.** Let \( \{\alpha_1, \ldots, \alpha_n\} \) and \( \{\beta_1, \ldots, \beta_n\} \) be the dual basis of \( \mathbb{F}_{2^n} \) and \( x = x_1 \alpha_1 + \cdots + x_n \alpha_n \) and \( y = y_1 \alpha_1 + \cdots + y_n \alpha_n \). Now, from Fact 4, \( x_i = \text{Tr}^n_i(\beta_i x) \) and \( y_j = \text{Tr}^n_i(\beta_j y) \). Therefore

$$
\sum_{i,j} a_{i,j} x_i y_j = \sum_{i,j} a_{i,j} \text{Tr}^n_i(\beta_i x) \text{Tr}^n_i(\beta_j y) = \sum_{i,j} a_{i,j} \sum_{k=0}^{n-1} \text{Tr}^n_i(\beta_i^{2^k} \beta_j x^{2^k} y) = \sum_{k=0}^{n-1} \text{Tr}^n_i(\sum_{i,j} a_{i,j} \beta_i^{2^k} \beta_j x^{2^k} y) = \sum_{k=0}^{n-1} \text{Tr}^n_i(b_k x^{2^k} y), \quad \text{where} \quad b_k = \sum_{i,j} a_{i,j} \beta_i^{2^k} \beta_j.
$$

\[ \square \]
Corollary 1. \([17, \text{Corollary 1}]\) Let \(y = x^a\) be a power mapping. Then

\[
\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a)
\]  

where

\[ b_k = \sum_{i,j} a_{i,j} \beta_i^{2^k} \beta_j \in \mathbb{F}_{2^n}, \text{ and } c = \sum_j v_j \beta_j \in \mathbb{F}_{2^n}. \]

Proof. From Proposition 1, we have \(\sum_{i,j} a_{i,j} x_i y_j = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k y}).\) We know, from Fact 1 that \(y_j = Tr_1^n(\beta_j y).\) Thus we have \(\sum_j v_j y_j = \sum_j v_j Tr_1^n(\beta_j y) = Tr_1^n(\sum_j v_j \beta_j y) = Tr_1^n(cy).\) where \(c = \sum_j v_j \beta_j.\) Putting \(y = x^a\) we have \(\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a)\). Putting \(y = x^a\) we have \(\sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a) = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a).\)

From Fact 2 and basic properties of trace function, we have the following very useful fact,

**Fact: 5** \([17, \text{Corollary 1}]\). Let \(T_1 = \{a\} \cup \{2^k + a | k = 0, 1, \ldots, n-1\}\) and \(S_1 = \{s_j | 0 \leq j < K\}\) be the set consisting of different coset leaders modulo \(2^n - 1\) of the elements in \(T_1.\) For \(t \in S_1,\) assume that there are \(v\) elements in \(T_1,\) say \(J_t = \{i_1, \ldots, i_v\}\) which belong to \(C_t.\) Let \(l = |C_t|.

Then

\[
\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a) = \sum_{t \in S_1} Tr_1^n(b'_t x^t)
\]

where \(b'_t = \sum_{i \in J_t} [Tr_1^n(b_i)]2^{-u_i}.\) Here \(u_i\) is determined by \(i \equiv t2^{u_i} (\text{mod } 2^n - 1).\) Furthermore, the representation of Equation (5) is unique.

### 3 Properties of coefficients in Bi-affine equations

For a given power mapping \(y = x^a,\) the linearly independent bi-affine equations of the form \(\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j + \sum_i u_i x_i = 0, \ a_{i,j}, v_j, u_i \in \mathbb{F}_2.\) In characteristic 2, this is equivalent to \(\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j = \sum_i u_i x_i, \) where \(a_{i,j}, v_j, u_i \in \mathbb{F}_2\) From Corollary 1, we have 

\[
\sum_{i,j} a_{i,j} x_i y_j + \sum_j v_j y_j = \sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a).\]  

Bi-affine equations exist if and only if

\[
\sum_{k=0}^{n-1} Tr_1^n(b_k x^{2^k a}) + Tr_1^n(cx^a) = \sum_i u_i x_i
\]  

(6)
Therefore the number of bi-affine equations, of the form as given in Equation (3), is equal to the number of functions $\sum_{k=0}^{n-1} Tr_1^n(\beta_k x^{2^k+a}) + Tr_1^n(cx^a)$ that are affine (i.e., $\sum_i u_i x_i$). There will be three cases, where this will happen. Note that $\sum_i u_i x_i$ is a Boolean function which is either 0 or of degree 1.

Recall from Proposition 1 that for $k = 0, \ldots, n-1$, $b_k = \sum_{i,j} a_{i,j} \beta_i^2 \beta_j$, which can be written as

$$
\begin{pmatrix}
\beta_1 & \beta_2 & \ldots & \beta_n \\
\beta_1^2 & \beta_2^2 & \ldots & \beta_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
\beta_1^{n-1} & \beta_2^{n-1} & \ldots & \beta_n^{n-1}
\end{pmatrix}
\begin{pmatrix}
a_{1,1} & a_{1,2} & \ldots & a_{1,n} \\
a_{2,1} & a_{2,2} & \ldots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n,1} & a_{n,2} & \ldots & a_{n,n}
\end{pmatrix}
\begin{pmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_n
\end{pmatrix}
= \begin{pmatrix}
b_0 \\
b_1 \\
\vdots \\
b_{n-1}
\end{pmatrix}
$$

The Equation (7) is very important and we will derive various properties of $((a_{i,j}))$ using this equation. Hamming weight of $((a_{i,j}))$ matrix is number of nonzero entries in the matrix and will be denoted by $H\left|((a_{i,j}))\right|$

Let $\alpha$ be a primitive element of $F_{2^n}$. The polynomial basis is $\{1, \alpha, \alpha^2, \ldots, \alpha^n\}$. Let us consider the $(n,n)$ S-box based on the power mapping $y = x^a$ where bi-affine equations exist. Also assume that $H(2^k + a) = 1$ for some $k \in \{0,1,\ldots,n-1\}$. We solve Equation (7) for $((a_{i,j}))$ and $u_i$’s by using Algorithm 1 of [11] to get $n$ linearly independent bi-affine equations, where we let $\{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ to be the polynomial basis and $b_k$ takes $n$ values corresponding to each of these equations from polynomial basis. It is easy to check that $\alpha_i = \alpha^{i-1}$. We have the following properties of such $((a_{i,j}))$ matrices.

**Lemma 1.** $((a_{i,j}))$ is a full rank matrix.

**Proof.** It is easy to check that values at the right hand side of Equation (8) are linearly independent. Thus the rows of left hand side matrix i.e. $((a_{i,j}))$ will be linearly independent. Thus $((a_{i,j}))$ is a full rank matrix.

**Lemma 2.** $n \leq H\left|((a_{i,j}))\right|$. 

**Proof.** That $H\left|((a_{i,j}))\right|$ attains the minimum weight of $n$ is given by the fact that when $n = 4$, and primitive polynomial taken is $x^4 + x + 1$, one of the outputs of the Algorithm 1 of [11] contains $((a_{i,j}))$ having weight $n = 4$. 


We are to show that $H\left(\left(a_{i,j}\right)\right)$ cannot be reduced further. The Equation (7) can be written as

$$\begin{pmatrix} a_{1,1} & a_{1,2} & \ldots & a_{1,n} \\ a_{2,1} & a_{2,2} & \ldots & a_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n,1} & a_{n,2} & \ldots & a_{n,n} \end{pmatrix} \begin{pmatrix} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_n \end{pmatrix} = \begin{pmatrix} \alpha_1 \alpha_1^2 \ldots \alpha_1^{2^{n-1}} \\ \alpha_2 \alpha_2^2 \ldots \alpha_2^{2^{n-1}} \\ \vdots \\ \alpha_n \alpha_n^2 \ldots \alpha_n^{2^{n-1}} \end{pmatrix} \begin{pmatrix} 0 \\ \vdots \\ 0 \end{pmatrix} = b_k \begin{pmatrix} \alpha_1^{2^k} \\ \vdots \\ \alpha_n^{2^k} \end{pmatrix}$$

In this Equation (8), $b_k$ is substituted with nonzero independent values for finding independent bi-affine equations. Since each entry of the right hand side matrix is nonzero, therefore no row of $\left(a_{i,j}\right)$ should be all-zero. Thus each row contains at least one entry as 1.

Remark 1. It might happen that dual basis of polynomial basis is a permutation, i.e. $\beta_i = \alpha_j$ for some $i$ and $j$, $i, j \in \{1, 2, \ldots, n\}$. Let us denote this permutation by $\pi$. So $\beta_i = \alpha_{\pi(i)}$. Also let $H(2^0 + a) = 1$. When we take $b_0 = 1$, the first value of polynomial basis, we observe from Equation (8) that $\left(a_{i,j}\right)$ is nothing but the permutation matrix corresponding to $\pi$ having hamming weight $n$.

Lemma 3. $H\left(\left(a_{i,j}\right)\right) \leq n^2 - n + 1$.

Proof. That $H\left(\left(a_{i,j}\right)\right)$ attains the maximum weight of $n^2 - n + 1$ is given by the fact that when $n = 4$, and primitive polynomial taken is $x^4 + x + 1$, one of the outputs of the Algorithm 1 of [11] contains $\left(a_{i,j}\right)$ having weight $4^2 - 4 + 1 = 13$.

We are to show that $H\left(\left(a_{i,j}\right)\right)$ can not exceed $n^2 - n + 1$. Since from Lemma 1, $\left(a_{i,j}\right)$ is full rank, it can not have all-one i.e. $H\left(\left(a_{i,j}\right)\right) < n^2$. Let us consider some $\left(a_{i,j}\right)$ on $\mathbb{F}_2$, having weight $n^2 - n + 2$. number of ones. So the number of zeros are $n - 2$. It is easy to check that number of rows having all-one is at least 2, making $\left(a_{i,j}\right)$ a singular matrix which is a contradiction.

Lemma 4. $a_{i,j} = Tr_n^1(b_k \alpha_i^{2^k}) \alpha_j$. 
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Proof. From Equation (8), we have $a_{i,1}\beta_1 + a_{i,2}\beta_2 + \ldots + a_{i,n}\beta_n = b_k\alpha^{2k}$. Multiplying by $\alpha_j$ and taking trace both sides, we have

\[
Tr_1^n(\sum_{l=1}^n a_{i,l}\alpha_j\beta_l) = Tr_1^n(b_k\alpha_i^{2k}\alpha_j) \implies \sum_{l=1}^n a_{i,l}Tr_1^n(\alpha_j\beta_l) = Tr_1^n(b_k\alpha_i^{2k}\alpha_j)
\]

\[
\implies a_{i,j} = Tr_1^n(b_k\alpha_i^{2k}\alpha_j)
\]

Remark 2. When $b_k$ is taking values from polynomial basis one by one giving $n$ independent bi-affine equations, then some column of $((a_{i,j}))$ of one equation repeats in some other column position of $((a_{i,j}))$ corresponding to some other bi-affine equation. To check this, let us fix $j = t$ and let $b_k = \alpha_l$. So we are constructing $l$th equation. From Lemma 3, $a_{i,t} = Tr_1^n(\alpha_l\alpha_i^{2k}\alpha_t) = Tr_1^n(\alpha^{l-1}\alpha^{(i-1)2k}\alpha^{t-1})$. So we have $a_{i,t} = Tr_1^n(\alpha^{i,2k+l+t-2-2k})$. When we compute $l + 1$th equation, we have $b_k = \alpha_{l+1}$ and let us fix $j = t - 1$. From the previous analogy, we have $a_{i,t-1} = Tr_1^n(\alpha^{i,2k+l+1+t-1-2-2k}) = Tr_1^n(\alpha^{i,2k+l+t-2-2k})$. From this result it is evident that $t$ th column of coefficient matrix of $l$th equation is same as $t - 1$ th column of coefficient matrix of $l + 1$th equation.

Lemma 5. When $k = 0$ i.e. $H(2^0 + a) = 1$, $((a_{i,j}))$ has got a pattern which is as follows: for any integer $m \in \{2, 3, \ldots, 2n\}$, the values $a_{i,j}$’s, where $i + j = m$ will be same.

Proof. when $k = 0$, Equation (8) can be written as, $\sum_{l=1}^n a_{i,l}\beta_l = b_k\alpha_i$, for $i = 1, \ldots, n$. Now by multiplying $\sum_{l=1}^n a_{i,l}\beta_l = b_k\alpha_i$ by $\alpha_j$ we get $\sum_{l=1}^n a_{i,l}\alpha_j\beta_l = b_k\alpha_i\alpha_j$. Applying trace function both side of this equation, we get

\[
Tr_1^n(\sum_{l=1}^n a_{i,l}\alpha_j\beta_l) = Tr_1^n(b_k\alpha_i\alpha_j) \implies \sum_{l=1}^n a_{i,l}Tr_1^n(\alpha_j\beta_l) = Tr_1^n(b_k\alpha_i\alpha_j)
\]

\[
\implies a_{i,j} = Tr_1^n(b_k\alpha_i\alpha_j) = Tr_1^n(b_k\alpha^{i+j-2}) = Tr_1^n(b_k\alpha^{m-2})
\]

Thus for all $i, j$’s such that $i + j = m$, $a_{i,j}$’s will be same.

Lemma 6. When $k = 0$ i.e. $H(2^0 + a) = 1$, $((a_{i,j}))^t = ((a_{i,j}))$.

Proof. From Lemma 5 this is easy to check that $a_{i,j} = a_{j,i}$ for all $i, j \in \{1, \ldots, n\}$. Hence the matrix $((a_{i,j}))$ is symmetric.
4 Conclusion

In this paper we explored few properties of coefficients of bi-affine equations on $\mathbb{F}_2$ that are obtained from the output of Algorithm 1 of [11]. We observed certain relations between various $a_{i,j}$s. Another interesting aspect of our work goes towards constructing good input candidates to make the XSL algorithm succeed. We studied the bounds of weights of coefficient matrices. It is believed that less is the number of monomials more is the chance of XSL algorithm to succeed. We have identified under what setting, Algorithm 1 of [11] can produce such equations with at least one lowest weight equation if they at all exist.
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