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Abstract—Objective: This paper presents a novel supervised regularized canonical correlation analysis, termed as CuRScA, to extract relevant and significant features from multimodal high dimensional omics datasets. Methods: The proposed method extracts a new set of features from two multidimensional datasets by maximizing the relevance of extracted features with respect to sample categories and significance among them. It integrates judiciously the merits of regularized canonical correlation analysis (RCCA) and rough hypercuboid approach. An analytical formulation, based on spectral decomposition, is introduced to establish the relation between canonical correlation analysis (CCA) and RCCA. The concept of hypercuboid equivalence partition matrix of rough hypercuboid is used to compute both relevance and significance of a feature. Significance: The analytical formulation makes the computational complexity of the proposed algorithm significantly lower than existing methods. The equivalence partition matrix offers an efficient way to find optimum regularization parameters employed in CCA. Results: The superiority of the proposed algorithm over other existing methods, in terms of computational complexity and classification accuracy, is established extensively on real life data.
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I. INTRODUCTION

INTEGRATION of different omics data, such as gene expression array, protein expression array, microRNA array, methylation, and copy number variation data, may provide a better understanding of the biological systems. The simultaneous analysis of such transcriptions, proteomics or metabolomics is an important task in integrative systems biology approach. It gives better understanding of the relationships among different biological functional levels. Due to the drastic variation and noisy nature of the acquired signals, unimodal-based pattern analysis and recognition systems usually afford low level of performance, which lead to insufficient and inaccurate pattern representation of the perception of interest. On the other hand, multimodal data contain more information. By using multiple types of data of unique sample, it is possible to make the linkages between attributes within each type of data. The combination of multimodal data may potentially provide a more complete and discriminatory description of the intrinsic characteristics of the pattern by producing improved system performance than single modality only.

Canonical correlation analysis (CCA) [1] is a bivariate feature extraction method, which provides an efficient way of measuring the linear relationship between two multidimensional variables. The goal of CCA is to find the best linear transformation for two multidimensional datasets so that the maximum correlation between them can be achieved. Recently, there has been an increasing interest in applying CCA to many important fields of biomedical sciences [2]–[7]. To integrate different omics data, CCA has been widely applied [8], [9]. Several variants of the CCA method, such as kernel CCA [2], [10] and sparse CCA [11], [12] have also been developed in recent years. In [2], kernel CCA has been used to map the genes or proteins onto the Euclidean space, where connected nodes are close to each other, while Yamanishi et al. [10] used kernel CCA to infer enzyme networks from the integration of multiple genomic data and chemical information. On the other hand, sparse CCA is used to study the mutual relationship between two different types of genomic data [11], [12]. Besides of integrating two datasets, CCA can help to analyze gene expression dynamics geometrically [13]. Phylogenetic CCA [14], another variant of CCA, gives continuous valued character data obtained from biological species related by a phylogenetic tree. Hence, CCA can be used to capture the underlying genetic background of a complex disease, by associating two datasets containing information about a patient’s phenotypical and genetic details. It gives those relevant variables or features from both data types, which are related to each other and provide more insight into the biological experimental hypotheses.

Let \( \mathbf{X} \) and \( \mathbf{Y} \) be two multivariate datasets having \( p \) and \( q \) number of features, respectively, and \( n \) is the number of samples in both \( \mathbf{X} \) and \( \mathbf{Y} \). In bioinformatics domain, the number of training samples \( n \) is usually limited, while the modern technology has enabled very high-dimensional data streams to be routinely acquired, which results in very high-dimensional feature spaces \( p \) and \( q \). When \( n \ll p \) and \( n \ll q \), the features in \( \mathbf{X} \) and \( \mathbf{Y} \) tend to be highly collinear, which leads to ill-conditioned of the covariance matrices \( \mathbf{C}_x \) and \( \mathbf{C}_y \) of \( \mathbf{X} \) and \( \mathbf{Y} \), respectively. In effect, their inverses are no longer reliable, resulting in an invalid computation of CCA and an unreliable meta-space [15]. To overcome this problem, a regularized version of CCA is introduced in [16]. Regularized CCA (RCCA) [17], [18] is an improved version of CCA. It prevents overfitting of insufficient training data by using a ridge regression optimization scheme [19]. It works by adding small positive quantities to the diagonals of \( \mathbf{C}_x \) and \( \mathbf{C}_y \) to guarantee their invertibility [20]. In [21], an alternative method to the existing RCCA
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has been presented, which is based on the estimates of the correlation matrices that minimize the mean squared error risk function. An et al. [22] proposed a robust CCA, which uses shrinkage estimation and smoothing technique to estimate the data covariance matrices with limited samples. RCCA has been successfully used to study gene expressions in liver cells and compare them with concentrations of hepatic fatty acids in mice [18]. Regularized sparse CCA is used in expression quantitative trait loci to detect genetic loci mapped to a disease [23]. However, RCCA is computationally very expensive because of this regularization process. Also, both CCA and RCCA are un supervised and fail to take complete advantage of available class label information [24].

Supervised RCCA (SRCCA) incorporates a supervised feature selection scheme to perform the regularization [24], [25]. It includes the information of available class label to select maximally correlated features. In SRCCA, regularization is done by embedding component with the most discriminatory score as chosen by feature selection scheme and then adjusted for the remaining dimensions [24], [25]. It only considers the correlation of first pair of canonical variables. But, it may happen that other canonical variable pairs have insignificant relation with first pair of canonical variables, or there may be some irrelevant features in the whole extracted feature set, which should not be considered in further processing [26]. Moreover, uncertainty in omics data analysis is one of the major concerns. Some of the sources of this uncertainty include imprecision in computation and vagueness in class definition. The t-test, Wilcoxon rank sum test or Wilk’s lambda test, used to capture supervised class information in SRCCA [24], are unable to handle this uncertainty. In this context, the rough set theory has gained popularity in modeling and propagating uncertainty. It deals with vagueness and incompleteness, and is proposed for indiscernibility in classification, according to some similarity. It has been applied successfully to feature selection and clustering [27] as well as to omics data analysis [26]-[30].

In this regard, the paper presents a new feature extraction algorithm, termed as CuRSaR (CCA using maximum Relevance-maximum Significance criterion and Rough sets), from two multidimensional datasets. It judiciously integrates the merits of SRCCA and the theory of rough sets. The proposed method extracts a set of new features by maximizing their relevance with respect to class labels and significance among them [28]. Both the relevance and significance measures are based on the concept of hypercuboid equivalence partition matrix of rough hypercuboid approach [29]. In the proposed method, the regularization parameters do not only affect the first pair of canonical variables, rather the whole extracted feature set is considered to optimize the regularization parameters. An analytical formulation is presented to establish the relation between CCA and RCCA, which makes the computational cost of the proposed algorithm significantly lower than existing methods. The effectiveness of the proposed method, along with a comparison with other methods, is demonstrated on several real life datasets.

II. BASICS OF CCA

CCA [1] obtains a linear relationship between two multidimensional variables. The objective of CCA is to extract latent features from two datasets \( X \in \mathbb{R}^{p \times n} \) and \( Y \in \mathbb{R}^{q \times n} \), which are highly correlated, where each column in \( X \) and \( Y \) corresponds to one of the \( n \) samples, and each row represents one variable. Let us assume that each variable is centered to have zero mean across the samples. CCA obtains two-directional weight vectors, also termed as basis vectors, \( w_x \in \mathbb{R}^p \) and \( w_y \in \mathbb{R}^q \) such that the empirical correlation between the respective projections onto these weight vectors, that is, between \( X^Tw_x \) and \( Y^Tw_y \) is maximum. The correlation coefficient \( \rho \) is given as follows:

\[
\rho = \max_{w_x, w_y} \frac{w_x^T C_{xy} w_y}{\sqrt{w_x^T C_{xx} w_x} \sqrt{w_y^T C_{yy} w_y}}
\]  

(1)

where \( C_{xy} \in \mathbb{R}^{p \times q} \) is the cross-covariance matrix of \( X \) and \( Y \), while \( C_{xx} \in \mathbb{R}^{p \times p} \) and \( C_{yy} \in \mathbb{R}^{q \times q} \) are covariance matrices of \( X \) and \( Y \), respectively. Since \( \rho \) is invariant to the scaling of \( w_x \) and \( w_y \), CCA can be formulated equivalently as

\[
\max_{w_x, w_y} \frac{w_x^T C_{xy} w_y}{\sqrt{w_x^T C_{xx} w_x} \sqrt{w_y^T C_{yy} w_y}}
\]

(2)

subject to \( w_x^T C_{xx} w_x = 1; \ w_y^T C_{yy} w_y = 1 \).

To calculate \( w_x \) and \( w_y \), eigenvectors of \( \Sigma_{XX} \) and \( \Sigma_{YY} \) corresponding to eigenvalue \( \rho \), then the \( r \)th pair of basis vectors are given by

\[
\begin{align}
\tilde{w}_x &= C_{xx}^{-1/2} \xi_x; \\
\tilde{w}_y &= C_{yy}^{-1/2} \xi_y
\end{align}
\]

(4)

and the \( r \)th pair of canonical variables are as follows:

\[
U_i = w_x^T X_i; \quad V_i = w_y^T Y_i
\]

(5)


\[
\begin{align}
\mathcal{A}_i &= U_i + \mathcal{V}_i \\
\end{align}
\]

(6)

where \( \forall i \in \{1, 2, \ldots, K\} \) and \( K \leq \min(p,q) \).

When \( n << p \) and \( n << q \), regularized CCA (RCCA) [17], [18] adds small positive quantities to the diagonals of \( C_{xx} \) and \( C_{yy} \) to guarantee their invertibility [20]. So, (3) becomes

\[
\Sigma = \left[ C_{xx} + \tau_x I \right]^{-1/2} C_{xy} \left[ C_{yy} + \tau_y I \right]^{-1/2}
\]

(7)

where \( I \) is the identity matrix, \( \tau_x \) and \( \tau_y \) are known as regularization parameters, which are varied in a certain range \( \tau_{\min} \leq \tau \leq \tau_{\max} \) and chosen by a grid search optimization technique [31]. Every pair of \( \tau_x \) and \( \tau_y \) will produce a pair of first canonical variables, which are maximally correlated. The optimal parameters \( \tau_x \) and \( \tau_y \) are considered for which the Pearson’s correlation is maximum, that is,

\[
\max_{\tau_x, \tau_y} \frac{w_x^T C_{xy} w_y}{\sqrt{w_x^T \left[ C_{xx} + \tau_x I \right] w_x} \sqrt{w_y^T \left[ C_{yy} + \tau_y I \right] w_y}}
\]

(8)
III. PROPOSED METHOD

This section presents a new feature extraction algorithm, termed as CuRSAr, integrating judiciously the information of two multidimensional datasets. Prior to describing the proposed method for multimodal data analysis, some important analytical formulations are introduced next, which reduce the computational complexity of existing RCCA.

A. Regularized CCA

To calculate \( [C_{xx} + \tau_x I]^{-1/2} \) and \( [C_{yy} + \tau_y I]^{-1/2} \) for the computation of \( \Sigma \) matrix of (7), spectral decomposition can be used [32]. The spectral decomposition can be described in terms of eigenvalue-eigenvector pairs of \( [C_{xx} + \tau_x I] \) and \( [C_{yy} + \tau_y I] \). A \( p \times p \) symmetric matrix \( [C_{xx} + \tau_x I] \) can be expressed in terms of its \( p \) eigenvalue-eigenvector pairs \( (\Lambda, \Psi) \) as follows [32]:

\[
[C_{xx} + \tau_x I] = \Psi \Lambda \Psi^T = \sum_{i=1}^{p} \lambda_i \psi_i \psi_i^T
\]  

(9)

where \( \lambda_i \) denotes the diagonal elements of \( \Lambda \) and \( \psi_i \) be the columns of matrix \( \Psi \), which are the orthonormalized eigenvectors of eigenvalues \( \lambda_i, \forall i \in \{1, 2, \ldots, p\} \), and

\[
\Psi \psi_i^T = \Psi \lambda_i \psi_i = I.
\]

(10)

The computation of the inverse square root matrix is performed as follows [33]:

\[
[C_{xx} + \tau_x I]^{-1/2} = \Psi \Lambda^{1/2} \Psi^T = \sum_{i=1}^{p} \frac{1}{\sqrt{\lambda_i}} \psi_i \psi_i^T
\]

(11)

In RCCA and SRCCA, the regularization parameters \( \tau_x \) and \( \tau_y \) are varied within a specified range \( [\tau_{\text{min}}, \tau_{\text{max}}] \), where \( \tau_{\text{min}} \ll \tau_x, \tau_y \ll \tau_{\text{max}} \). It can be assumed that these regularization parameters follow an arithmetic progression. Each parameter starts with an initial value \( \tau_{\text{init}} \). After every iteration, a constant value or a common difference is added with the previous value, and finally, it reaches to \( \tau_{\text{max}} \). Let us assume that \( \delta_x \) and \( \delta_y \) be the common differences for \( \tau_x \) and \( \tau_y \) respectively. So, the arithmetic progression series can be followed as:

\[
\tau_x, \tau_x + \delta_x, \ldots, \tau_x + i \delta_x, \ldots, \tau_x + (t - 1) \delta_x
\]

\[
\tau_y, \tau_y + \delta_y, \ldots, \tau_y + i \delta_y, \ldots, \tau_y + (t - 1) \delta_y
\]

(12)

where initially \( \tau_x = \tau_{\text{in}} \), and \( \tau_y = \tau_{\text{min}} \), and at final step \( \tau_x + (t - 1) \delta_x = \tau_{\text{max}} \), and \( \tau_y + (t - 1) \delta_y = \tau_{\text{max}} \). The parameters \( \tau_x \) and \( \tau_y \) denote the number of possible values of regularization parameters \( \tau_x \) and \( \tau_y \) respectively. It is clearly seen that the diagonal elements of the covariance matrices are only changed by adding regularization parameters. Let \( [C_{xx} + \tau_x I] \) have eigenvalue \( \lambda_{x0} \) and eigenvector \( \psi_{\chi} \). So

\[
[C_{xx} + \tau_x I] \psi_{\chi} = \lambda_{x0} \psi_{\chi}\]

(13)

Let us assume that a scalar \( d_x \) is added on the diagonal elements of the matrix \( [C_{xx} + \tau_x I] \). Multiplying this new matrix by the vector \( \psi_{\chi} \), we get

\[
[C_{xx} + (\tau_x + d_x) I] \psi_{\chi} = [C_{xx} + \tau_x I] \psi_{\chi} + d_x \psi_{\chi} = \lambda_{x0} \psi_{\chi} + d_x \psi_{\chi} = (\lambda_{x0} + d_x) \psi_{\chi}.
\]

(14)

Hence, if a regularization parameter is added on the diagonal elements of the covariance matrix, the eigenvalues are changed, but the eigenvectors remain same.

Let \( \Lambda_{x0}, \ldots, \Lambda_{x1}, \ldots, \Lambda_{xt} \) be the diagonal matrices, where diagonal elements are the eigenvalues of \( [C_{xx} + \tau_x I] \), \( [C_{xx} + (\tau_x + \delta_x I)] \), \( [C_{xx} + (\tau_x + (t - 1) \delta_x) I] \). Similarly, \( \Lambda_{y0}, \ldots, \Lambda_{y1}, \ldots, \Lambda_{yt} \) are the diagonal matrices with eigenvalues of \( [C_{yy} + \tau_y I] \), \( [C_{yy} + (\tau_y + \delta_y I)] \), \( [C_{yy} + (\tau_y + (t - 1) \delta_y) I] \) on the diagonal elements. The corresponding orthonormal eigenvectors are in the columns of \( \Psi_x \) and \( \Psi_y \). So, eigenvalue-eigenvector equations can be written as follows:

\[
[C_{xx} + (\tau_x + (i - 1) \delta_x) I] \Psi_x = \Psi_x \Lambda_{xi}
\]

(15)

\[
[C_{yy} + (\tau_y + (i - 1) \delta_y) I] \Psi_y = \Psi_y \Lambda_{yi}
\]

(16)

where \( \forall i \in \{1, 2, \ldots, t\} \) and \( \forall j \in \{1, 2, \ldots, t\} \). From (15), we get

\[
[C_{xx} + \tau_x I] \Psi_x + (i - 1) \delta_x \Psi_x = \Psi_x \Lambda_{xi}
\]

\[
\Rightarrow \Psi_x \Lambda_{xi} - (i - 1) \delta_x \Psi_x = \Psi_x \Lambda_{xi}
\]

\[
\Rightarrow \Psi_x \Lambda_{xi} - \Lambda_{xi} - (i - 1) \delta_x I = 0
\]

\[
\Lambda_x = \Lambda_x + (i - 1) \delta_x I;
\]

(17)

where \( \Lambda_x = \Lambda_{x0} \). Similarly, from (16), we get

\[
\Lambda_y = \Lambda_y + (j - 1) \delta_y I;
\]

(18)

where \( \Lambda_y = \Lambda_{y0} \). Combining (15), (17) and (16), (18), we get

\[
[C_{xx} + (\tau_x + \delta_x I)] \Psi_x = \Psi_x (\Lambda_x + \delta_x I);
\]

(19)

\[
[C_{yy} + (\tau_y + \delta_y I)] \Psi_y = \Psi_y (\Lambda_y + \delta_y I);
\]

(20)

From (19) and (20), it is clearly seen that there is no need to calculate eigenvalue for every pair of regularization parameters \( \tau_x \) and \( \tau_y \). It is sufficient to calculate eigenvalues \( \Lambda_x \) and \( \Lambda_y \) for the initial values of \( \tau_x \) and \( \tau_y \), respectively. The eigenvalues corresponding to other values of \( \tau_x \) and \( \tau_y \) can be computed from the initial values using (17) and (18). On the other hand, relations (14), (19), and (20) establish the fact that eigenvectors remain unchanged irrespective of the values of regularization parameters. Moreover, if the minimum value of regularization parameter \( \tau_{\text{min}} \) is set to 0, then RCCA with regularization parameters \( \tau_x = \tau_y = 0 \) reduces to classical CCA. So, for \( \tau_{\text{min}} = 0 \), the eigenvalues and eigenvectors of CCA can be used to compute eigenvalues and eigenvectors of RCCA, corresponding to other values \( \tau_x \) and \( \tau_y \), using (17)-(20).

Also, if the regularization parameters \( \tau_x \) and \( \tau_y \) follow an arithmetic progression as in (12), the matrix \( \Sigma \) of (7) becomes

\[
\Sigma_{xy} = [C_{xx} + (\tau_x + (i - 1) \delta_x) I]^{-1/2} C_{xy}
\]

\[
[C_{yy} + (\tau_y + (j - 1) \delta_y) I]^{-1/2}
\]

(21)

where \( \forall i \in \{1, 2, \ldots, t\} \) and \( \forall j \in \{1, 2, \ldots, t\} \). Combining (11), (19), (20), and (21), we get

\[
\Sigma_{xy} = \Psi_x (\Lambda_x + (i - 1) \delta_x I)^{-1/2} \Psi_y^T C_{xy}
\]

(22)

From (22), it is clear that if eigenvalues and eigenvectors are calculated to compute \( \Sigma_{xy} \) matrix for initial values of \( \tau_x \)
and \( r \), there is no need to compute eigenvalues and eigenvectors for computing \( \Sigma y j \) at other values of \( y \) and \( r \), where \( \forall j \in \{1, 2, \ldots, q\} \) and \( \forall y \in \{1, 2, \ldots, y\} \), as initial eigenvalues and eigenvectors can be used to compute different \( \Sigma y j \) matrix. Also, if the minimum value of \( r \) and \( y \) is set to 0, then eigenvalues and eigenvectors of CCA can be used to compute different \( \Sigma y j \) matrix of RCCA corresponding to different values of regularization parameters.

After computing \( \Sigma \) matrix corresponding to a pair of regularization parameters \( r \) and \( y \) using (22), either \( \Sigma \Sigma ^ T \) or \( \Sigma ^ T \Sigma \) is computed depending on whether \( q < p \) or \( p > q \). As nonzero eigenvalues of \( \Sigma \Sigma ^ T \) are same as nonzero eigenvalues of \( \Sigma ^ T \Sigma \) [34], one of the matrices is enough to calculate the eigenvector of \( \Sigma \Sigma ^ T \) or \( \Sigma ^ T \Sigma \), where

\[
\Sigma \Sigma ^ T = C_s x C_s y C_s y ^ {-1} C_s \Sigma ^ T \Sigma ^ {1/2}
\]

and

\[
\Sigma ^ T \Sigma = C_s y C_s y ^ {-1} C_s y ^ {1/2} \Sigma ^ T
\]

(23)

(24)

Suppose \( \rho_1 \geq \cdots \geq \rho_k \geq \cdots \geq \rho_p \) are the eigenvalues of \( \Sigma \Sigma ^ T \) and \( \xi_k, \xi_{k+1}, \ldots, \xi_p \) are the orthonormal eigenvectors corresponding to \( \rho_1, \ldots, \rho_k \), respectively. Furthermore, let say, \( p > q \) and \( \rho_1 \geq \cdots \geq \rho_p \geq \rho_q \) are the \( q \) largest eigenvalues of \( \Sigma ^ T \Sigma \) with orthonormal eigenvectors \( \xi_q, \ldots, \xi_p \). So

\[
\Sigma \Sigma ^ T \xi_k = \rho_k \xi_k \Rightarrow \Sigma \Sigma ^ T \Sigma \xi_k = \rho_k \Sigma \xi_k \Rightarrow \Sigma \Sigma ^ T \xi_k = \rho_k \xi_k.
\]

(25)

The \( k \)th eigenvector \( \xi_k \) of \( \Sigma ^ T \Sigma \) is proportional to \( C_s y ^ {1/2} C_s y ^ {1/2} \xi_k \), that is, \( \xi_k = \Sigma \xi_k \). From (25), it can also be seen that either \( \Sigma \Sigma ^ T \) or \( \Sigma ^ T \Sigma \) is enough to calculate the eigenvectors of \( \Sigma \Sigma ^ T \) and \( \Sigma ^ T \Sigma \). For RCCA with \( (i, j) \)th regularization parameters of \( r \) and \( y \), the \( q \Sigma \Sigma ^ T \Sigma \) and \( \Sigma ^ T \Sigma \Sigma \Sigma \) are calculated as follows:

\[
\Sigma ^ T \Sigma y j = \psi_s (A_k + (i - 1) \delta f) ^ {1/2} \psi_s ^ T C_s y y (A_y) + (j - 1) \delta f ^ {1/2} \psi_s ^ T C_s y y (A_y) \]

(26)

\[
\Sigma ^ T \Sigma y j = \psi_s (A_k + (i - 1) \delta f) ^ {1/2} \psi_s ^ T C_s y y (A_y) + (j - 1) \delta f ^ {1/2} \psi_s ^ T C_s y y (A_y).
\]

(27)

Assuming \( K = \min(p, q) \), \( K \) eigenvalue-eigenvector pairs can be calculated using Jacobis method [35]. Then, \( K \) pairs of basis vectors and \( K \) pairs of canonical variables are computed using (4) and (5), respectively. Finally, \( K \) features can be extracted using (6). The computational complexity of Jacobis method to compute \( K \) eigenvalue-eigenvector pairs is \( O(K^3) \).

B. CuRSA: Proposed Algorithm

One of the main problems in real life high dimensional multimodal data analysis is how to extract relevant and significant features. In general, the extracted feature set may contain a huge number of irrelevant and insignificant features. The presence of such features may lead to a reduction in the useful information and degrade the prediction capability. Thus, the extracted feature subset should contain the features which have high relevance and high significance in the feature set. Such features are expected to be able to predict the classes of the samples. Accordingly, a measure is required that can assess the effectiveness of a feature set. In this work, hypercuboid equivalence partition matrix of rough hypercuboid approach [29] is used to select relevant and significant features, which are extracted from two multidimensional datasets by calculating their maximum correlation and variation.

Let \( X \in \mathbb{R} ^ {p \times n} \) and \( Y \in \mathbb{R} ^ {q \times n} \) be two multidimensional datasets with \( p \) and \( q \) variables or attributes, respectively, and \( n \) samples. Let us assume that each variable is centered to have zero mean across the samples. Let \( r \) and \( y \) be the number of possible values of regularization parameters \( r \) and \( y \), respectively. The value of each regularization parameter is varied within a certain range \( [\tau_{min}, \tau_{max}] \) as per (12), where \( \tau_{min} \leq \tau_r, \tau_y \leq \tau_{max} \). Let \( A_{km} \) be the \( k \)th extracted feature with \( (i, j) \)th regularization parameters of \( r \) and \( y \) and \( \gamma_{km} (D) \) be the relevance of the feature \( A_{km} \) with respect to the class labels \( D \) defined by \( \sigma_{[A_{km}], D} (A_{km}) = \gamma_{A_{km}} (D) \) as the significance of the feature \( A_{km} \) with respect to another feature \( A_{j} \in S \), where \( S \) is the set of \( D \) selected features and \( D \leq \min(p, q) \). The change in dependency when a feature is removed from the set of features, is a measure of the significance of the feature. To what extent a feature is contributing to the correlation on class labels can be calculated by the significance of that feature. The significance of the feature \( A_{km} \) with respect to the feature set \( \{A_{km}, A_{j}\} \) is given by

\[
\sigma_{[A_{km}, A_{j}], D} (A_{km}) = \gamma_{[A_{km}, A_{j}], D} (A_{km}) - \gamma_{A_{km}} (D)
\]

(28)

Hence, the higher the change in dependency, the more significant the feature \( A_{km} \). If significance is 0, then the feature is dispensable. Therefore, the total relevance of all selected features for \( (i, j) \)th regularization parameters of \( r \) and \( y \) is given by

\[
R(i,j) = \sum_{A_{km} \in S} \gamma_{A_{km}} (D)
\]

(29)

while the total significance among the selected features is as follows

\[
S(i,j) = \sum_{A_{km} \neq A_{j} \in S} \sigma_{[A_{km}, A_{j}], D} (A_{km}) + \sigma_{[A_{km}, A_{j}], D} (A_{km}).
\]

(30)

Therefore, the problem of extracting a set \( S \) of relevant and significant features from all possible combinations of regularization parameters \( r \) and \( y \) is equivalent to maximize both \( R(i,j) \) and \( S(i,j) \), that is, to maximize the objective function \( J(i,j) \), where

\[
J(i,j) = \omega \times \frac{R(i,j)}{D} + (1 - \omega) \times \frac{S(i,j)}{D(D-1)}
\]

(31)

where \( \omega \) is a weight parameter. The criterion combining the above two constraints is called maximum relevance-maximum significance [28], [29]. To solve the above problem, the following algorithm is used:

1. Calculate the cross-covariance matrix \( C_y y \) of \( X \) and \( Y \).
2. Calculate covariance matrices \( C_x x \) and \( C_y y \) of \( X \) and \( Y \), respectively.
3) Calculate eigenvalues $\Lambda_c \in \mathbb{R}^D$ and $\Lambda_p \in \mathbb{R}^D$ of $C_{\mathcal{X}}$ and $C_{\mathcal{Y}}$, along with corresponding eigenvectors $\Psi_c$ and $\Psi_p$ using Jacobi method.
4) Initialize $S = 0$ and $J_{\text{optimal}} = 0$.
5) Repeat the following seven steps for all $(i,j)$th regularization parameters of $\mathbf{r}_i$ and $\mathbf{r}_j$, where $\forall i \in \{1, 2, \ldots, t_y\}$ and $\forall j \in \{1, 2, \ldots, t_y\}$.
   a) If $p < q$ (respectively, $q > p$), calculate $\Sigma_{\mathcal{X}}^{-1/2} \Sigma_{\mathcal{Y}}$ using (26) (respectively, $\Sigma_{\mathcal{X}}^{-1/2} \Sigma_{\mathcal{Y}}$ using (27)).
   b) Calculate first $D$ eigenvectors $\{\xi_0\}$ (respectively, $\{\xi_0\}$) of $\Sigma_{\mathcal{X}}^{-1/2} \Sigma_{\mathcal{Y}}$ using Power and Deflation methods.
   c) Calculate $\xi_0 = \Sigma_{\mathcal{X}}^{-1/2} \Sigma_{\mathcal{Y}}$ (respectively, $\xi_0 = \Sigma_{\mathcal{X}}^{-1/2} \Sigma_{\mathcal{Y}}$) using (4) and (5), respectively.
   d) Extract $D$ features $\{\mathcal{X}_k\}$ corresponding to $(i,j)$th pair of regularization parameters using (6) and store them in $C$.
   e) Compute the objective function $J(i, j)$ using (31).
   f) If $J(i, j) > J_{\text{optimal}}$, then $S = C$, and $J_{\text{optimal}} = J(i, j)$.
6) Output $S$.
7) Stop.

C. Computation of Relevance and Significance

The concept of hypercuboid equivalence partition matrix of rough hypercuboid approach [29] is used to compute both the relevance and significance of an extracted feature. The regularization parameters are optimized through computing the relevance and significance measures. The relevance $\gamma_{\mathcal{A}}(\mathcal{D})$ of a feature or condition attribute $\mathcal{A}_k$ with respect to the class labels or decision attribute $\mathcal{D}$ is computed as follows [29]:

$$\gamma_{\mathcal{A}}(\mathcal{D}) = 1 - \frac{1}{n} \sum_{i=1}^{n} \varphi_i(\mathcal{A}_k)$$

(32)

where $n$ is the number of samples and

$$\varphi_i(\mathcal{A}_k) = \left[\varphi_1(\mathcal{A}_k), \ldots, \varphi_c(\mathcal{A}_k), \ldots, \varphi_{c}(\mathcal{A}_k)\right]$$

(33)

termed as the confusion vector for the attribute $\mathcal{A}_k$, where $\varphi_i(\mathcal{A}_k)$ is the number of classes, and the matrix $H(\mathcal{A}_k) = \left[h_{ij}(\mathcal{A}_k)\right]_{c \times m}$ is termed as hypercuboid equivalence partition matrix of the condition attribute $\mathcal{A}_k$ [29], where

$$h_{ij}(\mathcal{A}_k) = \begin{cases} 1 & \text{if } L_i \neq O_j(\mathcal{A}_k) \neq U_i \\ 0 & \text{otherwise} \end{cases}$$

(35)

represents the membership of object $O_j$ in the $i$th class $\beta_i$. Here $[L_i, U_i]$ represents the interval of $i$th class $\beta_i$ according to the decision attribute set $\mathcal{D}$. The interval $[L_i, U_i]$ is the value range of condition attribute $\mathcal{A}_k$ with respect to class $\beta_i$. It is spanned by the objects with same class label $\beta_i$. That is, the value of each object $O_j$ with class label $\beta_i$ falls within interval $[L_i, U_i]$. A $c \times n$ hypercuboid equivalence partition matrix $H(\mathcal{A}_k)$ represents the $c$-hypercuboid equivalence partitions of the universe generated by an equivalence relation. Each row of the matrix $H(\mathcal{A}_k)$ is a hypercuboid equivalence class.

So, the relevance $\gamma_{\mathcal{A}}(\mathcal{D}) \in [0, 1]$. If $\gamma_{\mathcal{A}}(\mathcal{D}) = 1$, $\mathcal{D}$ depends totally on $\mathcal{A}_k$, if $0 < \gamma_{\mathcal{A}}(\mathcal{D}) < 1$, $\mathcal{D}$ depends partially on $\mathcal{A}_k$, and if $\gamma_{\mathcal{A}}(\mathcal{D}) = 0$, then $\mathcal{D}$ does not depend on $\mathcal{A}_k$. To calculate the significance of the feature $\mathcal{A}_k$ with respect to the set $\{\mathcal{A}_c, \mathcal{A}_l\}$ using (28), the joint relevance $\gamma_{\{\mathcal{A}_c, \mathcal{A}_l\}}(\mathcal{D})$ is to be computed. The joint relevance depends on the $c \times n$ hypercuboid equivalence partition matrix corresponding to the set $\{\mathcal{A}_c, \mathcal{A}_l\}$, which can be calculated from two $c \times n$ hypercuboid equivalence partition matrices $H(\mathcal{A}_c)$ and $H(\mathcal{A}_l)$ as follows:

$$H(\{\mathcal{A}_c, \mathcal{A}_l\}) = H(\mathcal{A}_c) \cap H(\mathcal{A}_l)$$

(36)

where $h_{ij}(\{\mathcal{A}_c, \mathcal{A}_l\}) = h_{ij}(\mathcal{A}_c) \cap h_{ij}(\mathcal{A}_l)$. (37)

D. Computational Complexity

Let $X$ and $Y$ be the two datasets with $n$ samples and $c$ classes, and $p$ and $q$ represent the number of features in $X$ and $Y$, respectively. Let us assume that the regularization parameters $\mathbf{r}_k$ and $\mathbf{r}_j$ have $t_k$ and $t_j$ possible values. Let $\mathcal{M} = \max(p, q)$ and $\mathcal{K} = \min(p, q)$, where the number of extracted features $\mathcal{D} < \mathcal{K}$. The computational complexity to calculate cross-covariance matrix $\mathcal{C}_{\mathcal{X}}$ $\mathcal{C}_{\mathcal{Y}}$ using (26) is $O(K^2 M_1) + O(K^2 M_2)$, whereas that of covariance matrices $C_{\mathcal{X}}$ and $C_{\mathcal{Y}}$ is $O(K^2 n + M^2 n)$. In step 3, the eigenvalues $\Lambda_c$ and $\Lambda_p$ with corresponding eigenvectors $\Psi_c$ and $\Psi_p$ can be calculated with complexity $O(K^3 + M^3)$ using Jacobi method. Hence, the total time complexity of these three steps is $O(K^2 n + K^2 n + M^2 n + K^4 + M^4) = O(M^4)$. The step 4 has constant time complexity, which is $O(1)$.

There is a loop in step 5, which is executed $(t_k \times t_j)$ times. The computational complexity to calculate $\Sigma_{\mathcal{X}}^{1/2}$ using (26) is $O(K^3 + K^2 M + K^3 M + M^3)$ $= O(M^3)$. The computational complexity to calculate first $D$ eigenvectors in step 5(b) is $O(DK^3)$. Step 5(c) has complexity $O(DK^3 + KM)$. The computational complexity to calculate the basis vectors $w$, and $w_k$ is $O(DK^3 + DM)$; and the canonical variables $U$ and $V$ have total $O(DK^3 + DM)$ time complexity. The computational complexity to extract first $D$ features $\{\mathcal{A}\}$ is $O(Dn)$. Hence, the total complexity to compute both relevance and significance of a feature is same, which is $O(cn)$. In effect, the total complexity to compute both relevance and significance of $D$ features is $O(Dcn)$. Hence, step 5(f) has computational complexity $O(D)$. Finally, step 5(g) has complexity $O(Dn)$ time complexity. Hence, the total complexity to execute the loop $(t_k \times t_j)$ times is $O(DcM^3 + D^2 K^3 + DM^2 + D^2 M + D^3 M + Dn + nD + n(n + D + D)) = O(D^2 M^3 + D^2 n)$.

Hence, the overall computational complexity of the proposed algorithm to extract relevant and significant features, which are linearly correlated, is $O(M^4)$. The other, the existing CCA, RCCA, and SRCCA algorithms have time complexity $O(A_n)$, $O(t_k \times n^2)$, and $O(t_k \times n^2)$, respectively, based on the analysis reported in [24].

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The performance of the proposed feature extraction algorithm, termed as CurSaR, is extensively studied and compared with that of some existing CCA based algorithms.
Fig. 1. Variation of bootstrap accuracy of the SVM over different number of extracted features (top: BRCA; bottom: OV). (a) Gene–DNA Methylation. (b) Gene–Protein. (c) Protein–DNA Methylation.

Fig. 2. Box and whisker plots for classification accuracy (top: gene–DNA methylation; middle: gene–protein; and bottom: protein–DNA methylation). (a) SVM on BRCA. (b) SVM on OV. (c) NNA on BRCA. (d) NNA on OV.

The algorithms compared are principal component analysis (PCA), CCA, RCCA, several variants of SRCCA using t-test (SRCCA\textsubscript{TTT}) [24], Wilcoxon rank sum test (SRCCA\textsubscript{WR}) [24], and Wilks’s lambda test (SRCCA\textsubscript{WL}) [24]. The performance of rough hypercuboid approach is also compared with that of mutual information in the proposed feature extraction framework. All the algorithms are implemented in C language and run in Ubuntu 14.04 LTS having machine configuration Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz x 8 and 32 GB RAM. The value of $\omega$ in (31) is set to 0.5, while $r_x$ and $r_y$ are varied within $[0.0, 1.0]$ with 0.1 as common difference. The source code of the CuRSA\textsubscript{R} algorithm and supplementary results are available at www.isical.ac.in/~bibl/results/cursar/cursar.html.

A. Description of Datasets

Two multimodal datasets, namely, BRCA and OV, are used in the current research work, each having three different
modalities, namely, gene expression, protein expression, and DNA methylation. These datasets are downloaded from TCGA. The BRCA dataset contains a total number of 204 breast invasive carcinoma samples, classified into two classes: 189 samples of infiltrating ductal carcinoma and 15 samples of infiltrating lobular carcinoma. On the other hand, OV dataset consists of 379 ovarian serous cystadenocarcinoma samples, grouped into two categories: 51 samples of grade 2 and 328 samples of grade 3 ovarian serous cystadenocarcinoma. Both datasets contain expressions of 17 814 genes and β-values of 27 578 methylated DNAs. While BRCA data has expression of 142 proteins, OV data has expression of 222 proteins. In the current study, 2000 top-ranked features, based on their variances, are taken from both gene and methylation data.

**B. Classifiers Used**

To evaluate the performance of different algorithms, both support vector machine (SVM) [36] and nearest neighbor algorithm (NNA) [37] are used in the current study. Being a margin classifier, the SVM defines the boundary between data samples of different classes by drawing an optimal hyperplane. The hyperplane leads to good generalization properties as it maximizes the margin between different classes. In the current work, linear kernels are used. On the other hand, the NNA [37] is used for evaluating the effectiveness of the generated feature set for classification. It classifies samples based on closest training samples in the feature space. The class label of a sample is assigned by the class label of its closest neighbor.

**C. Experimental Setup**

Both .632+ bootstrap method [38] and ten-fold cross-validation [37] are performed to compute the classification accuracy and F1 score of different approaches. In order to minimize the variability and biasness of derived results, the B.632+ bootstrap approach [38] is used, while ten-fold cross-validation is performed to analyze the statistical significance of the derived results. In each of these approaches, a set of correlated features is first generated for each training set, and then both SVM and NNA are trained with this feature set. After the training, the information of correlated features that were selected for the training set is used to generate test set and then the class label of the test sample is predicted using the SVM and NNA. For each dataset, 25 top-ranked correlated features are selected for the analysis.

Fig. 1 presents the variation of .632+ bootstrap (B.632+) accuracy of the SVM considering 100 bootstrap samples. Results are reported for 25 top-ranked extracted features. The comparative performance analysis of different algorithms are also studied using box and whisker plots, tables of means, standard deviations, and p-values computed through both paired-t (one-tailed) and Wilcoxon signed-rank (one-tailed) tests. The ten-fold cross-validation is performed on each pair of modalities for this analysis. Figs. 2 and 3 show the box and whisker plots for classification accuracy and F1 score, respectively, on six pair of modalities. In these plots, the central line on each box is the median, the upper and lower boundaries of the box are 25th and 75th percentiles, that is, upper quartile and lower quartile, respectively, and the whiskers extend to three standard deviations from mean to include most extreme data points. The outliers are marked as ‘+’, plotted individually. The outlier represents the test set for which a method produces classification accuracy or F1 score much worse than for the other test sets of the same dataset.

Table I presents the classification accuracy and F1 score for PCA on three individual modalities as a baseline comparison. On the other hand, Tables II–V report the means and standard deviations of accuracy and F1 score for all the methods. The computed p-values are also reported in these tables with respect to the proposed method for two datasets and three pairs of modalities. The best mean values are marked in bold in these tables.

**D. Comparative Performance Analysis**

This section presents the performance of the proposed CuRSaR algorithm on three pairs of modalities, namely, gene–protein, gene–DNA methylation, and protein–DNA methylation, of two datasets, namely, BRCA and OV. From the results reported in Fig. 1, it is seen that the B.632+ accuracy of the SVM for the proposed method increases as the number of extracted features increases. Also, the B.632+ accuracy of the CuRSaR algorithm is higher as compared to existing methods. All the results, presented in Figs. 2 and 3, and Tables II–V, establish the fact that the proposed method attains best mean classification accuracy in all the cases, irrespective of the datasets, pairs of modalities, and classifiers used. Also, the proposed CuRSaR achieves best mean F1 score in 11 cases out of total 12 cases.

The results reported in Fig. 1 show that the B.632+ accuracy of the CuRSaR is significantly higher as compared to existing PCA, CCA, and RCCA, irrespective of the pair of modalities, datasets, and number of extracted features. Moreover, it can be seen from the results, reported in Figs. 2 and 3, and Tables II–V using ten-fold cross-validation, that the proposed CuRSaR performs significantly better than PCA, CCA, and RCCA in 48, 37, and 32 cases, respectively, out of total 48 cases each, considering 0.05 as the level of significance. For remaining cases, the performance of the CuRSaR is better than both CCA and RCCA, but not significantly. Also, the performance of the PCA is significantly poor compared to CCA, RCCA, and CuRSaR, even considering individual modality as reported in Table I. This is mainly due to the drastic variation and noisy nature of different modalities. The significantly better performance of the proposed algorithm over these three approaches is achieved due to the fact that the CuRSaR algorithm extracts features by maximizing the relevance and significance of the features. Both relevance and significance measures depend on the information of sample categories. On the other hand, PCA, CCA, and RCCA extract features from two different modalities without considering the supervised information of class labels. In effect, the proposed algorithm is able to extract more relevant and significant features from a pair of modalities.

In the proposed CuRSaR method, both relevance and significance of an extracted feature are calculated based on the theory of hypercuboid equivalence partition matrix of rough hypercuboid approach. The relevance of a feature with respect to the class labels is calculated using (32), while the significance of a feature with respect to the already-extracted features is computed using (28). However, other measures, such as mutual information can also be used to compute both relevance and significance of a feature [28], [39], [40]. In order to establish the
importance of rough hypercuboid (RH) approach over mutual information (MI), extensive experimental results are reported in Fig. 1 for three pairs of modalities of two datasets. Subsequent discussions analyze the results with respect to the B.632+ accuracy of the SVM. All the results reported in Fig. 1 confirm that the performance of hypercuboid equivalence partition matrix is better than that of mutual information in most of the cases, irrespective of the pairs of modalities and datasets used. Also, the mean values of both classification accuracy and F1 score obtained using mutual information (SRCCA_{RSMI}) for ten-fold cross-validation, as reported in Tables II–V, are lower than that obtained using rough hypercuboid approach (CuRSaR), irrespective of the datasets, pairs of modalities, and classifiers used. The proposed method with rough hypercuboid approach
(CuRSaR) achieves significantly better \( p \)-values than that with mutual information (SRCCA_{SM}) in four cases, better but not significant in 19 cases, and worse but not significant in one case, out of total 24 cases. The better performance of the rough hypercuboid approach is achieved due to the fact that the hypercuboid equivalence partition matrix evaluates the quality of an extracted feature set through supervised granulation process that utilizes class information of samples. Also, it provides an efficient way to calculate degree of dependency of class labels on feature set in approximation spaces. In effect, a reduced set of features having maximum relevance and significance is being obtained using the proposed method.

Finally, the performance of the proposed CuRSaR algorithm is compared with that of several existing SRCCA algorithms, namely, SRCCA_{AT}, SRCCA_{WR}, and SRCCA_{WL}. Comparative results are reported in Fig. 1 for different number of extracted features considering three pairs of modalities and two datasets. From the results reported in Fig. 1, it is seen that the performance of the CuRSaR algorithm is better than that of other SRCCA algorithms in almost all the cases with respect to the \( B_{632} \) accuracy of the SVM, irrespective of the number of extracted features, datasets, and pairs of modalities used. Also, the box and whiskers plots presented in Figs. 2 and 3 and mean values of accuracy and F1 score reported in Tables II–V show that the proposed method attains the best mean values in 11 cases, while SRCCA_{WR} achieves it in only one case for F1 score using the NNA. Moreover, the proposed CuRSaR attains significantly better \( p \)-values than the existing SRCCA algorithms in 53 cases, better but not significant in 89 cases, and worse but not significant in two cases, out of total 144 cases. Finally, Table VI compares the execution time of different algorithms, which shows that the execution time of the proposed RCA formulation, introduced in Section III-A, is significantly lower than that of existing RCCA. Also, the time required for the proposed CuRSaR algorithm is lower as compared to existing RCCA and different variants of SRCCA; although both PCA
V. CONCLUSION

This paper presents a new feature extraction algorithm, termed as CuRSaR, from two multidimensional datasets. The merits of CCA and rough sets are integrated judiciously to develop the proposed method. To establish the relation between regularization parameters and CCA, a theoretical formulation is presented. It helps the proposed CuRSaR algorithm to extract required number of correlated features, which are relevant with respect to class label and significant among them. The hypercuboid equivalence partition matrix is used to compute both relevance and significance of a feature. The optimum regularization parameters of CCA are determined using the equivalence partition matrix. The effectiveness of the proposed algorithm, along with a comparison with other algorithms, has been demonstrated considering three different modalities, namely, gene expression, protein expression, and DNA methylation. The concept of hypercuboid equivalence partition matrix is found to be successful in extracting relevant and significant features from multimodal high dimensional real life datasets.
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TABLE V

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Different algorithms</th>
<th>Gene–protein</th>
<th>Protein–DNA methylation</th>
<th>Gene–DNA methylation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>StDev</td>
<td>Wilcoxon</td>
<td>p</td>
</tr>
<tr>
<td>BRCA</td>
<td>PCA</td>
<td>0.860676</td>
<td>0.050960</td>
<td>3.46E-03</td>
</tr>
<tr>
<td></td>
<td>CCA</td>
<td>0.903509</td>
<td>0.09939</td>
<td>1.31E-01</td>
</tr>
<tr>
<td></td>
<td>RCCA</td>
<td>0.921820</td>
<td>0.026317</td>
<td>5.67E-02</td>
</tr>
<tr>
<td></td>
<td>SRCCA_T</td>
<td>0.944596</td>
<td>0.028962</td>
<td>2.33E-01</td>
</tr>
<tr>
<td></td>
<td>SRCCA_W_L</td>
<td>0.939560</td>
<td>0.031173</td>
<td>3.90E-01</td>
</tr>
<tr>
<td></td>
<td>SRCCA_W</td>
<td>0.947295</td>
<td>0.034685</td>
<td>3.37E-01</td>
</tr>
<tr>
<td></td>
<td>SRCCA_N_SM</td>
<td>0.957852</td>
<td>0.046521</td>
<td>1.04E-01</td>
</tr>
<tr>
<td></td>
<td>CuRSaR</td>
<td>0.949889</td>
<td>0.033858</td>
<td>0.96657</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>Different algorithms</th>
<th>Gene–protein</th>
<th>Protein–DNA methylation</th>
<th>Gene–DNA methylation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Brca</td>
<td>OV</td>
<td>Mean</td>
</tr>
<tr>
<td>PCA</td>
<td>34.339</td>
<td>45.781</td>
<td>35.026</td>
</tr>
<tr>
<td>CCA</td>
<td>96.819</td>
<td>117.63</td>
<td>84.738</td>
</tr>
<tr>
<td>RCCA: Proposed</td>
<td>6.832</td>
<td>146</td>
<td>8.371</td>
</tr>
<tr>
<td>SRCCA_W</td>
<td>11.716</td>
<td>031</td>
<td>14.178</td>
</tr>
<tr>
<td>CuRSaR</td>
<td>0.912948</td>
<td>0.028749</td>
<td>0.892284</td>
</tr>
</tbody>
</table>

and CCA take lesser time compared to the proposed CuRSaR algorithm.

The existing SRCCA algorithms consider only the correlation of first pair of canonical variables [24]. In effect, other canonical variable pairs may have insignificant relation with the first pair of canonical variables or may introduce some irrelevant features in the whole extracted feature set, which may degrade the prediction capability of the classifiers used. Also, the existing SRCCA algorithms fail to address the problem of uncertainty associated with omics data analysis. On the other hand, the proposed algorithm considers both relevance and significance measures of all extracted features while optimizing the regularization parameters. The rough hypercuboid approach, employed in proposed algorithm, can also efficiently handle the uncertainty due to imprecision in computation and vagueness in class definition. In effect, the proposed method provides significantly better results as compared to existing algorithms in most of the cases. Moreover, the analytical formulation introduced in this paper makes the computational complexity of the proposed CuRSaR algorithm significantly lower than existing RCCA and SRCCA.


