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ABSTRACT
Crossover is an important genetic operation that helps in random recombination of structured information to locate new points in the search space, in order to achieve a good solution to an optimization problem. The conventional crossover operation when applied on a pair of binary strings will usually not retain the total number of 1's in the offsprings to be the same as that of their parents. But there are many optimization problems which require such a constraint. In this article, we propose a new crossover technique called "self-crossover", which satisfies this constraint as well as retains the stochastic and evolutionary characteristics of genetic algorithms. As an illustration, the effectiveness of this new technique has been demonstrated for the feature selection problem of pattern recognition.

1 Introduction
Genetic algorithms (GAs) are probabilistic heuristic search processes based on natural genetic system. They are capable of solving wide range of complex optimization problems using three simple genetic operations (selection, reproduction, crossover and mutation) on coded solutions (strings/chromosomes) for the parameter set (not the parameters themselves) in an iterative fashion. There are several interesting features which made GA so popular. GAs consider several points in the search space simultaneously, which reduces the chance of convergence to a local optima. GAs use only the payoff or penalty function (objective function) called, the fitness function and do not need any other auxiliary information. GAs are theoretically and empirically proven to provide robust search in complex spaces [1] even if the functions are not smooth or not continuous. Such functions are very difficult (sometimes impossible) to optimize using calculus based methods.

Normally, GAs use simple crossover which in case of binary coded solution space, may change the total number of 1's in the offsprings. Crossover and mutation are usually adequate for solving a wide class of optimization problem. However, there are families of problems which require to maintain certain constraints on the number of 1's (in case of binary coding) in the strings. Some such problems are selection of an optimal subset of features for pattern recognition application and selection of a subset of data points for designing nearest neighbour classifier. In addition there are several other combinatorial optimization problems which require some such constraints.

In this paper we show that if the genetic recombination operator is chosen properly, then GA can be competitive with the best known techniques for a large set of problems with this type of constraint. To achieve this we propose a new crossover operation. We call it "self-crossover" because of its similarity with conventional crossover. The self-crossover is performed with a single parent string instead of a pair of strings. The new operator preserves the probabilistic and evolutionary characteristics of GAs. Finally, we use GAs equipped with this new operator to solve the feature selection problem on the Mango-Leaf data. We compared the performance of GA based method with the Fuzzy Set theoretic feature selection method of Pal [8] and found that GA based method performs much better than the fuzzy set theoretic method.

2 Genetic Algorithms
GAs [1] are general purpose optimization algorithms which can solve problems resistant to other known optimization methods. This search technique is population based which evolves from generation to generation. The criterias of "survival of the fittest" provides evolutionary pressure for populations to grow with increasingly fit individuals. Although there are many variants, the basic mechanism of GA (conventional GA) consists of the following steps:

1. Start with an initial population (a set of strings/chromosomes).
2. Evaluation of fitness of every string and selection of appropriate candidate strings to form the mating pool.
3. Crossover and mutation.
4. Repetition of steps 2 and 3 until the system ceases to improve or some stopping criterion is reached.

Each string in the population is represented by a fixed length coded string. Although different coding schemes are possible we restrict ourselves to binary coding only. Selection or reproduction creates
the population for the next generation using a prob-
abilistic selection process which gives a string with
higher fitness a greater chance of selection. Mutat-
ion corresponds to flipping (probabilistically) one or
more bits of an individual string. Mutation increases
the variability of the population and ensures that the
probability of attaining any point in the search space
is greater than zero. The simplest implementation
of crossover selects two parents (randomly) from the
mating pool and then after choosing a random posi-
tion each parent string exchanges its tail at that posi-
tion. The resulting offsprings form the subsequent
population for the next generation. Syswerda [9] pre-
vented a new crossover, uniform crossover, and em-
pirically showed its superiority to one-point crossover
and two-point crossover. For uniform crossover, a
crossover mask is considered. The mask is a string
of bits of the same size as that of the chromosomes
to be crossed. If any mask bit is '1' then parents
will exchange their corresponding bits, otherwise they
will retain their original bits resulting in two new off-
springs. Next we discuss the problem of feature rank-
ing and a recent method for the same which we shall
use for comparison.

3 Feature Extraction

Many authors [4-6] dealt with the problem of extrac-
tion of feature vectors in q-space from data in p-space
where \( q << p \). Feature extraction is used for two
different but somewhat related problems: dimension-
ality reduction and visual display. Reducing p to \( q << p \)
reduces the space and time complexity of compu-
tations that use the extracted data. Another issue is that some of the original p features may result
in confusion in the feature space. Can we do just as
well or better (w.r.t. a problem under consideration)
with \( q < p \) new features derived from the original
features? For example, transformed features can work
better than the original data for purposes such as
classifier design. We show that exactly this happens
with the Mango-Leaf data for nearest proto-
type (NP) classifier. Another important use of feature
extraction is to get two-dimensional \((q=2)\) displays of
data for visual exploratory data analysis which helps
in guessing the clustering tendencies, distributional
densities through visual inspection of scatterplots
of two-dimensional extracted data.

Several techniques [4] such as principal components
(PC), Sammon’s algorithm (SA) [5] for extracting im-
portant feature subsets are available. Fukunaga and
Koontz [4] pointed out that one of the disadvantage
of principal components [3] is that this technique does
not necessarily produce the best features for pattern
classification. Conversely, Foley and Sammon [5] ob-
served that the best extracted features for discrim-
ination may not serve adequately for visual display.
PC and SA extract features using different criterion.
PC can be used to select features that can account for
a large share of variance while SA extracts features
preserving intercept distances.

Feature selection, a special type of feature extrac-
tion, on the other hand, selects a subset of the original
features so that several pattern recognition tasks can
be performed with the reduced set of features to a sat-
sfactory level. For reducing the dimension of the fea-
ture space, we should eliminate those features which
are less important or redundant for discriminating
the classes. We can achieve this through ranking of
features according to their importance in discrimina-
tion. In our investigation we shall call a feature sub-
set \( A \) better than a subset \( B \) if the performance of a
nearest prototype classifier with the subset \( A \) is better
than that with \( B \). There exist a number of methods
for feature ranking, each having its own merits and
demerits. We describe here a recent one, which has
been adopted in our investigation for comparison of
results.

The feature evaluation index for feature \( q \) \((FEI_q)\)
was defined by Pal[6] as

\[
FEI_q = \frac{H_{qj}}{H_{qj} + H_{qk}}
\]

where \( H_{qj} \) is the value of the entropy for feature \( q \)
after pooling together the classes \( C_j \) and \( C_k \).
\( H_{qj} \) are those for the feature \( q \) computed for \( C_j \) or \( C_k \)
respectively. The lower the value of \( FEI_q \), the higher
is, therefore, the quality of the \( q \)th feature in charac-
terizing and discriminating classes \( C_j \) and \( C_k \). Instead
of using only one feature \( q \), \( FEI \) can be calculated [8]
even for a set of features. Pal[8] further extended his
earlier work [2,6] to define the average importance
of a set of features \( S \) as

\[
(FEI)_S^{av} = \sum_j \sum_k W_j W_k (FEI)_S^{(j,k)}
\]

where \( W_j = n_j / n_t \), \( W_k = n_k / n_t \), \( n_t = \sum_j n_j \), \( j, k = 1, 2, \ldots, c \)
are weight factors. In [8] the weights were used as it was expected that two pairs of classes
having different values of \( FEI \) should not contribute
equally to the \((FEI)^av\). We have now the follow-
ing remarks about \((FEI)^av\). \((FEI)^av\) should not
depend on the number of points in a class but only on
the structure of the classes. Moreover, in equation 9,
even when \( n_j + n_k = \psi \) (a constant) for two differ-
ent pairs of classes, \( W_j W_k \) could be different for the
two pairs. \( W_j W_k \) attains the maximum value when
\( n_j = n_k = \frac{\psi}{2} \). As a result of this \((FEI)^av\) may not
reflect the actual situation. Our experimental results
reported in section 6 conform to this observation.

In this context we mention some earlier attempts
to solve the feature selection problem using GA.
Siedlecki and Sklansky [10] used \( k-NN \) rule to find
the smallest subset of features for which the classi-
fer’s performance does not deteriorate below a cer-
tain specified level. They did this by constructing a
GA chromosome consisting of a binary string whose
length equaled the number of features. If a bit is ‘1’,
that feature is selected for evaluating the performance of
the classifier.
Kelly and Davis [11] and Punch et al. [12] solved the same feature selection problem using GA. Unlike Szelécki and Sklansky they multiplied each feature by a real-valued weight and then used that weighted feature for computing distances required for implementation of k-NN classifier. GAs have been used to learn these weights. Features for which learned weights are high are considered important features and vice-versa.

We have the following remarks about the preceding GA based approaches: 1) These methods cannot be used to select a fixed number of best features i.e., say q, best features. The algorithm may terminate at a point where the total number of '1's in the solution string may not be equal to q in [10]; while for other two methods [11-12] those q features having highest weights can be selected. But this can create another problem. Suppose, there is a feature which is more or less constant for all classes. For this feature whatever be the weight the classifier performance is not going to be changed. Since GAs are probabilistic search techniques, the algorithm might terminate at a point with high weight for this indifferent feature and there by indicating a false importance.

4 Self-crossover(SC)

Unlike conventional crossover mechanism, self-crossover mechanism alters the genetic information within a single potential string selected randomly from the mating pool to produce an offspring. This is done in such a manner that the stochastic and evolutionary characteristics of GAs are preserved.

Let \( S = 00010010110101011011 \)

be a string of length 20 selected from the mating pool. For self-crossover, first we select a random position \( p \) \((0 < p < L)\) and generate two substrings \( s_1 \) and \( s_2 \): \( s_1 = \text{bits 1 through } p \text{ of } S \) and \( s_2 = \text{bits } p+1 \text{ through } L \text{ of } S. \) Now we select two random positions \( p_1, 0 \leq p_1 \leq p \) and \( p_2, 0 \leq p_2 \leq (L - p) \). Then four substrings are generated as follows:

\[
\begin{align*}
    s_{11} &= \text{bits 1 through } (p - p_1) \text{ of } s_1 \\
    s_{12} &= \text{bits } (p - p_1 + 1) \text{ through } p \text{ of } s_1 \\
    s_{21} &= \text{bits 1 through } (L - p - p_2) \text{ of } s_2 \\
    s_{22} &= \text{bits } (L - p_2 + 1) \text{ through } L \text{ of } s_2
\end{align*}
\]

Using operations similar to crossover we generate \( S^1 = s_{11} \mid s_{22} \) and \( S^2 = s_{21} \mid s_{12}. \) Finally, the self-crossovered offspring of \( S \) is generated as \( S_1 = S^1 \mid S^2. \) It is easy to see that number of 1's in \( S_1 \) and \( S_1 \) is the same. We now explain it with the example string \( S \) of length 20.

\[
S = 000100101101010111010
\]

A random position, \( p = 9, \) is selected for splitting the string into two substrings \((s_1, s_2)\) as follows:

\[
\begin{align*}
    s_1 &= 000100100010110111010 \\
    s_2 &= 11001011010110111010
\end{align*}
\]

Now two random positions, \( p_1 = 4 \) and \( p_2 = 7, \) are selected for \( s_1 \) and \( s_2 \) respectively. After splitting \( s_1 \) and \( s_2 \) at 4th and 7th position, respectively we get,

\[
\begin{align*}
    s_{11} &= 000100010011011010110111010 \\
    s_{12} &= 010101101011011101011011011 \\
    s_{21} &= 110010110101011101011011011 \\
    s_{22} &= 101101011011011101011011011
\end{align*}
\]

The two new substrings \( S^1 \) and \( S^2 \) are then obtained as:

\[
\begin{align*}
    S^1 &= 000100101101010111011 \\
    S^2 &= 110010010110110111010
\end{align*}
\]

Finally, the offspring \( (S_1) \) is generated by concatenating \( S^1 \) and \( S^2 \) as:

\[
S_1 = 00010101011011011100010010110111010
\]

Thus, self-crossover exchanges substrings \( s_{12} \) and \( s_{21}. \) If the parent string consists of all 0's or all 1's, the offspring generated through self-crossover will resemble its parent because of the underlying constraint on the total number of 1's in the string. It is also clear that if we do not start GA with a all '1' or all '0' string, GA with self-crossover technique, will never generate such strings as offsprings. So, self-crossover will evolve new offsprings as iterations go on.

We can see very well that mutation is not effective in producing such constrained offsprings. But self-crossover can regenerate any lost genetic information. So we may not need mutation when we use the new technique in constrained GA application.

At the first sight, it might appear that self-crossover is nothing but a parallel random search, but this is not the case because of two reasons. Self-crossover is done only on a randomly selected subset of strings and self-crossover does not alter the substring \( s_{11}. \) It exchanges, only \( s_{22} \) and \( s_{12}. \) Consequently, the evolutionary characteristics of GA are preserved. The similarity between the parents and offsprings will be more if we take \( p_1 = p_2 = p' \) (say) = a random number selected between 1 and \( \text{Min}(p, L - p) \) \( i.e., 0 < p_1 = p_2 = p' < \text{Min}(p, L - p). \) In this case, the bits in positions 0 through \( p' \) and bits from \( p+1 \) through \( L - p' \) will remain unaltered. Consequently, the evolution of the process will be faster.

5 Results and Discussion

We used Mango-Leaf data which is a \( p = 18 \) dimensional data with 166 points. It has three classes representing three kinds of mango. The feature set consists
of measurements like - area(A), perimeter(Pe), maximum length(L), maximum breadth(B), petiole(P), length + petiole(L+P), length / petiole(L/P), length / maximum breadth(L/B), (L+P)/B, A/L, A/B, A/Pe, upper midrib / lower midrib, upper Pe / lower Pe and so on. The terms upper and lower are used with respect to maximum breadth position. Table I shows the comparison of our results with results reported by Pal[8] for Mango-Leaf data. In table I the column named "match" indicates total number of data points whose derived classification and actual classification agreed i.e., the value of the objective function.

Table I: Results with the Mango-leaf data

<table>
<thead>
<tr>
<th>No. of features</th>
<th>Feature matrix</th>
<th>Feature matrix with self-crossover</th>
<th>Results with GA</th>
<th>Results with GA in 20 iterations</th>
<th>Results with GA in 25 iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.15</td>
<td>103</td>
<td>112</td>
<td>91</td>
<td>103</td>
</tr>
<tr>
<td>2</td>
<td>1.41</td>
<td>123</td>
<td>1.11</td>
<td>111</td>
<td>121</td>
</tr>
<tr>
<td>3</td>
<td>2.61</td>
<td>131</td>
<td>2.85</td>
<td>123</td>
<td>2.85</td>
</tr>
<tr>
<td>4</td>
<td>3.91</td>
<td>131</td>
<td>5.11</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>5</td>
<td>4.11</td>
<td>123</td>
<td>3.11</td>
<td>123</td>
<td>3.33</td>
</tr>
<tr>
<td>6</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>7</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>8</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>9</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>10</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>11</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>12</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>13</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>14</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>15</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>16</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>17</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
<tr>
<td>18</td>
<td>4.11</td>
<td>123</td>
<td>4.33</td>
<td>123</td>
<td>4.33</td>
</tr>
</tbody>
</table>

Table I reveals several interesting things: First, more features are not always good, some features may create confusion in the decision surface. For example, with all eighteen features, the NP classifier can recognize only 118 points, while with just two features the recognition score goes up to 122 or 123. Our GA based feature selection clearly selects better features than the fuzzy set theoretic method of Pal[8]. Pal’s method could get only 96 match with three features. The best recognition score is obtained with only four features and the number of iterations required for this is 19 which is much less than exhaustive search i.e., 3060 = C^18_x. Details of the algorithm and more results on it are available in [7].

6 Conclusions

There is a class of optimization problem which requires the number of ‘1’s in each string to be constant. Conventional crossover / mutation does not guarantee this. We have introduced a new crossover operation named self-crossover which preserves this constraint. Moreover, this new operator plays the combined role of mutation and as well as of the conventional crossover. The effectiveness of GAs equipped with self-crossover is demonstrated for solving the feature selection problem. Experimental investigation shows that the new operator is very effective for the feature selection problem.
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