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Abstract

The Traveling Tournament problem is a problem of scheduling round robin leagues which minimizes the total travel distance maintaining some constraints on consecutive home and away matches. The problem was proven NP-hard when the upper bound on any consecutive home or away stint is 3. In this paper, we prove that even without the constraints on the consecutive home or away matches, the problem remains NP-Hard.
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1 Introduction

The Traveling Tournament Problem (TTP) addresses the problem of minimizing the total travel distance in a double round robin league tournament schedule where each team can play at most \( U \) consecutive home and away matches [5]. Since its proposal in [5], TTP has been a notoriously difficult problem to solve. Numerous works using metaheuristic techniques [1, 2, 6] have been conducted to solve TTP in the past years. We refer the reader to [14, 11] for detail survey on these techniques. The complexity of TTP was also open for many years. Finally, in 2011, Thielen and Westphal proved that the Traveling Tournament problem with \( U = 3 \) is NP-hard [15].

Given the hardness of the constrained TTP, it is natural to explore a simplified problem. One natural is TTP without any constraint on the consecutive home and away matches. Formally, the Unconstrained Traveling Tournament Problem (UTTP) can be defined as follows:

- **[Input]:**
  - The number of teams \( n \) (\( n \) is even).
  - A distance matrix \( D_{n \times n} \).

- **[Output]:** A double round robin league schedule of \( n \) teams such that the total distance traveled by all the teams is minimized.

Recently, Imahori, Matsui, and Miyashiro have proposed a 2.75-approximation algorithm for the Unconstrained TTP [10].
Our Result

In this paper, we prove that the Unconstrained Traveling Tournament Problem is NP-hard. Specifically, we show that if the teams are allowed to play any number of consecutive home and away matches, then there is a reduction from the \((1, 2)\)-Traveling Salesman Problem; the problem of finding a TSP tour in a graph where the cost of every edge is either 1 or 2.

**Theorem 1.1** The Unconstrained Traveling Tournament problem is NP-Hard.

The rest of the paper is organized as follows. In the next section, we introduce the notations used in the paper and formally define the decision problems. In Section 3 we describe the constructions and the associated results needed for the reduction. Finally in Section 4 we describe the formal reduction from \((1, 2)\)-TSP to UTTP.

2 Notation and Preliminaries

Throughout the paper we follow the following notation. If \(S\) is a set \(|S|\) denotes the cardinality of \(S\). \([n]\) denotes the set of first \(n\) natural numbers. \(\mathbb{Z}_n\) denotes the set \(\{0, 1, \ldots, n - 1\}\). \(G = (V, E)\) is a complete weighted graph without self-loops or parallel edges. \(V\) is the set of vertices and \(E\) is the set of edges.

We recall the definitions and well known results on round robin tournaments.

**Definition 2.1** Single Round Robin Schedule Let \(z \in \mathbb{N}\) be an even integer. A tournament schedule on \(z\) teams is called a single round robin schedule, if each team plays with every other team once.

We denote a schedule by a set of matches. Each match is represented by a 3-tuple, \((a, b, r)\) where \(a\) plays at home against \(b\) in round \(r\). The following theorem is folklore.

**Theorem 2.2** \(\forall z \in \mathbb{N},\) there is a single round robin tournament of \(2z\) teams.

**Definition 2.3** Double Round Robin Schedule Let \(n \in \mathbb{N}\) be an even integer. A tournament schedule on \(n\) teams is called a double round robin league schedule, if each team plays every other team twice; once at home and once away.

One can design a schedule of a double round robin tournament by repeating a single round robin tournament schedule with home-away reversed.

**Unconstrained Traveling Tournament Problem**

We formulate the decision version of the Unconstrained Traveling Tournament Problem as follows:

- **Problem:** Traveling Tournament Problem
- **Instance:** An even integer \(n\); An \(n \times n\) matrix \(D\); An integer \(K\)
- **Question:** Is there a double round robin league schedule of \(n\) teams located at venues represented by \(D\), with total distance traveled by all the teams is at most \(K\)?
We represent an instance of this problem by \( TTP(n, D, K) \). Without loss of generality we can assume \( D \) is a metric as any real life distance matrix will be a metric. To show that \( UTTP \) is \textit{NP-hard}, we show a reduction from a variant of Traveling Salesman Problem; called \((1, 2)\)-Traveling Salesman Problem ((1, 2)-TSP). Then decision version of \((1, 2)\)-TSP is defined as follows

- **Problem:** (1, 2)- Traveling Salesman Problem
- **Instance:** A set \( C = \{c_1, c_2, \cdots, c_n\} \) of \( n \) cities; Distance \( d(c_i, c_j) \in \{1, 2\} \) for all pair \( c_i, c_j \in C, i \neq j \); An integer \( K \).
- **Question:** Is there a cycle in \( C \) with cost at most \( K \)? In other terms, is there a permutation \( \pi : [n] \rightarrow [n] \) such that
  \[
  \sum_{i=1}^{n-1} d(c_{\pi(i)}, c_{\pi(i+1)}) + d(c_{\pi(n)}, c_{\pi(1)}) \leq K?
  \]

It is easy to prove the NP-hardness of the \((1, 2)\)-TSP using a reduction from the Hamiltonian Cycle problem. We refer the reader [8] for a detailed proof.

### 3 Construction of UTTP instance

We shall prove a reduction from \((1, 2)\)-TSP to the unconstrained TTP. The reduction works in two parts. In the first part, we construct a modified instance of the metric TSP problem from the input instance. Next, we construct a UTTP instance based on the modified instance.

**Modification of the TSP Instance**

Consider an input instance of \((1, 2)\)-TSP on \( n \) cities, a complete weighted graph \( G = (V, E) \) with \( |V| = n \). \( d(v_i, v_j) \in \{1, 2\} \) for all \( i, j \in [n] \). Our objective is to construct a graph \( G' \) from \( G \) such that the optimal traveling salesman tour of \( G \) has cost \( K \) iff Traveling Salesman tour of \( G' \) is of cost \( nK \). We construct such a graph using the well known windmill graph.

A windmill graph \( K_{ln} \) is the graph consisting of \( l \) copies of the complete graph \( K_n \) with a vertex in common across the copies. We construct an extended windmill graph which is a complete graph on \( l(n-1)+1 \) vertices, and assign weights based on whether the endpoints belong to same copy of or not.

**Definition 3.1** Let \( G = (V, E) \) be a complete weighted graph on \( n \) vertices \((n > 2)\). Let \( d(i, j) \) denote the weight of each edge \((i, j) \in E\). The extended windmill graph \( W^l_n[G] \) is a weighted complete graph on \( l(n-1)+1 \) vertices constructed from \( G \) in the following way

- Construct the windmill graph \( K_{ln}^l \) from \( G \) taking \( l \) copies of \( V \) with \( v \) as the shared vertex. Let \( v^k_i \) denote the vertex \( v_i \) of the \( k \)th copy.
- For all \( k \in [l] \), \( d'(v^k_i, v) = d(v_i, v) \).
- For all \( k \in [l] \), \( d'(v^k_i, v^k_j) = d(v_i, v_j) \).
(a) The input instance $G$

(b) Corresponding $W^3_3[G]$

Figure 1: (a): The input instance of TSP, the graph $G$, (b): Construction of $W^3_3[G]$

- $d'(v^{k_1}_i, v^{k_2}_j) = d(v_i, v) + d(v, v_j)$ where $k_1 \neq k_2$.

The vertex $v$ is called the central vertex.

We note that the cost of each edge in $W^l_n[G]$ is at most 4.

In Figure 1(b), we show the construction of $W^3_3[G]$ from the input instance of Figure 1(a). We took three copies of $G$ and contracted all the copies of $v_3$ to one vertex $v$. We showed only one edge between different copies to keep the image neat.

**Proposition 3.2** Let $G = (V, E)$ be a complete weighted graph on $n$ vertices. Let $W^l_n[G]$ be the extended windmill graph. If triangle inequality holds in $G$, triangle inequality holds in $W^l_n[G]$.

The proof of the triangle inequality for three arbitrary vertices $a, b, c \in W^l_n[G]$ follows by an elementary case distinction into the three cases where all the three vertices are in one copy of $G$, in two different copies of $G$, or in three different copies of $G$.

**Lemma 3.3** $W^l_n[G]$ has a traveling salesman tour of cost at most $lK$ iff $G$ has a traveling salesman tour of cost at most $K$.

**Proof.** If part

Suppose, $\tau = \{v_1, v_2, \ldots, v_n, v_1\}$ be a traveling salesman tour of the graph $G$ of cost $K$. Construct the corresponding $W^l_n[G]$ with $v_1$ as the central vertex. The tour $(v_1, v^1_2, \ldots, v^1_n, v^2_2, \ldots, v^2_n, \ldots, v^l_n, v_1)$ admits the cost $lK$.

Only if part

We need to prove that, if there is a traveling salesman tour of $W^l_n[G]$ of cost $lK$, $G$ has a traveling salesman tour of cost at most $K$. We prove it by induction on $l$.

Case $l = 1$: Obvious.

Case $l = t + 1$: Recall the iterative construction of $W^{l+1}_n[G]$. First we construct $W^l_n[G]$ with $v$ as the
Proposition 3.4 If $W_{n}^{t+1}[G]$ has a traveling salesman tour of cost $(t+1)K$, then either there exists a closed walk, visiting all the vertices in $\overline{G}$ of cost at most $K$ or there exists a closed walk, visiting all the vertices in $W_{n}^{t}[G]$ of cost at most $tK$.

Proposition 3.5 Let $G$ be a weighted complete graph where triangle inequality holds. Let $\omega$ be a closed walk in $G$, that visits all the vertices. If the cost of $\omega$ is $K$, then there exists a Hamiltonian cycle in $G$ of cost at most $K$.

By Proposition 3.4 and Proposition 3.5, either there exists a Hamiltonian cycle in $G$ of cost at most $K$, proving the Lemma, or there exists a Hamiltonian cycle of $W_{n}^{t}[G]$ from $\tau_2$, of cost at most $tK$. In the later case, by induction hypothesis, we get a Hamiltonian cycle in $G$ of cost at most $K$. ■

Proof of Proposition 3.4
Consider the traveling salesman tour $\tau_{opt}$ of $W_{n}^{t}[G]$ of cost $tK$. Each edge $(a, b)$ of $\tau_{opt}$ is one of the following three types

- **Type I.** Both $a, b \in \overline{G}$. This includes the edges where one endpoint is $v$ and the other is some vertex in $\overline{G}$.

- **Type II.** Both $a, b \in W_{n}^{t}[G]$. This includes the edges where one endpoint is $v$ and the other is some vertex in $W_{n}^{t}[G]$.

- **Type III.** $(a \in \overline{G} \land b \in W_{n}^{t}[G])$ or $(a \in W_{n}^{t}[G] \land b \in \overline{G})$. Notice that in type III edges, $a, b \neq v$.

Consider the walk along $\tau_{opt}$ starting from the central vertex $v$. Since $\tau_{opt}$ is a cycle and visits $v$ only once, there is a non-empty sequence of type III edges between every sequence of type I and type II edges in $\tau_{opt}$.

For each type III edge $(a, b)$ along the walk, replace $(a, b)$ by the pair of edges $(a, v), (v, b)$. The resulting walk, $\tau$, is a closed walk in $W_{n}^{t+1}[G]$ consisting only type I and type II edges.

$$\tau = \{v, \cdots \text{type I edges} \cdots, v, \cdots \text{type II edges} \cdots, v, \text{type I edges}, \cdots, \cdots, v\}$$

The subsequence $\tau_1$, consisting only type I edges in $\tau$ defines a closed walk in $\overline{G}$ visiting all the vertices. Similarly, the subsequence of only type II edges, $\tau_2$, is a closed walk in $W_{n}^{t}[G]$ visiting all the vertices.

By the definition of the extended windmill graph, for all type III edges $(a, b)$

$$\text{cost}(a, b) = \text{cost}(a, v) + \text{cost}(v, b).$$
Hence, \( \text{cost}(\tau) = \text{cost}(\tau_{opt}) \).

\[
\text{cost}(\tau_1) + \text{cost}(\tau_2) = \text{cost}(\tau) = \text{cost}(\tau_{opt}) \leq (t + 1)K.
\]

Hence, either \( \text{cost}(\tau_1) \leq K \) or \( \text{cost}(\tau_2) \leq tK \).

The following corollary is immediate from the proof of the only if part of Lemma 3.3

**Corollary 3.6** If \( W_n^l[G] \) has a traveling salesman tour of cost less than \( lK \), \( G \) has a traveling salesman tour of cost less than \( K \).

For the reduction, we put \( l = n \).

**The graph \( H \): reduced graph for UTTP instance**

In this section, we construct the graph for the unconstrained Traveling Tournament Problem. Let \( G = (V, E) \) (\(|V| = n\)) be the input TSP instance. Let \( W_n^n[G] = (V', E') \) be the extended windmill graph with \( n \) copies of \( G \). Let \( m = |V'| = n(n - 1) + 1 \). Notice that \( m \) is an odd number.

Construct the complete weighted graph \( H \) as follows.

- The vertex set is \( V' \cup \{u\} \).
- For all \( v \in V' \); \( d'(u, v) = 1000(m + 1)^4 \).
- Rest of the edges have the same weight as in \( W_n^n[G] \).

*The graph \( H \) is the instance graph of the reduced TTP instance.*

**Lemma 3.7** If any traveling salesman tour of \( G \) has cost at least \( K \), then any traveling salesman tour of \( H \) has cost at least \( 2000(m + 1)^4 + nK - 4 \).

**Proof.** Suppose, \( H \) has a TSP tour \( \tau \) of cost less than \( 2000(m + 1)^4 + nK - 4 \). Let \( (u, a) \) and \( (u, b) \) be the two edges in \( \tau \), incident on \( u \). By replacing \( (u, a) \), \( (u, b) \) by \( (a, b) \) we get a TSP tour \( \tau' \) of \( W_n^n[G] \). By the construction of the extended windmill graph, \( \text{cost}(a, b) \leq 4 \).

\[
\text{cost}(\tau') = \text{cost}(\tau) - 2 \times 1000(m + 1)^4 + \text{cost}(a, b) \\
< 2000(m + 1)^4 + nK - 4 - 2000(m + 1)^4 + 4 \\
= nK.
\]

By Corollary 3.6, we get a traveling salesman tour of \( G \) of cost less than \( K \), which contradicts the condition of the Lemma.

**3.1 Placing teams on \( H \)**

The number of teams of the UTTP instance will be \( 10(m + 1)^2 \) where \( m \) is the number of vertices in \( W_n^n[G] \).

The teams are distributed as follows

- \( m + 1 \) teams are placed in \( W_n^n[G] \). The central vertex has two teams, where all other vertices have one team each.
- \( (m + 1)(10m + 9) \) teams are placed at vertex \( u \).
Partitioning the teams in groups

Let $T$ be the set of teams of the UTTP instance. $|T| = n'$. Let $\ell = 10(m + 1)$. We partition $T$ in $10(m + 1)$ subsets $\{T_0, T_1, \ldots, T_{\ell-1}\}$ such that

- Each partition contains $(m + 1)$ teams.
- $T_{\ell-1}$ contains the teams from $W^n [G]$.
- $T_0, T_1, \ldots, T_{\ell-2}$ contain teams from the vertex $u$.

Numbering of teams

We represent the teams with the following notation. The ordered pair $(i, \alpha)$ denotes the $i^{th}$ team of the partition $T_\alpha$, where $i \in \mathbb{Z}_{(m+1)}$, and $\alpha \in \mathbb{Z}_\ell$.

4 The Reduction

In this section, we prove the reduction from $(1, 2)$- Traveling Salesman problem. We assume $G = (V, E)$ be the input $(1, 2)$-TSP instance, $|V| = n$. Let $H$ be the graph constructed from $G$ and let the teams be placed as described in the previous Section. First we show the equivalence of the Yes instances, if there exists a Traveling Salesman tour in $G$ of cost $K$, then there exists a feasible TTP schedule of the constructed instance of cost at most $\zeta(K, n)$

**Lemma 4.1** If $G$ has a traveling salesman tour of cost at most $K$, then there exists a double round robin schedule of the UTTP instance of cost at most $\zeta(K, n) = 20000(m + 1)^6 + 10m(m + 1)(nK + 1)$, where $m = n(n - 1) + 1$.

In Section 4.4, we show the equivalence of the No instances.

4.1 Proof of Lemma 4.1

Let $\tau$ be the traveling salesman tour in $G$ with cost $K$. By Lemma 3.3, $W^n [G]$ has a traveling salesman tour, $\tau'$ of cost $nK$. We view $\tau'$ as a permutation over $[m]$: i.e. $\tau'$ denotes the traveling salesman tour $\{v_{\tau'(1)}, v_{\tau'(2)}, \ldots, v_{\tau'(m)}, v_{\tau'(1)}\}$. Without loss of generality, we assume $v_{\tau'(1)}$ to be the central vertex in $W^n [G]$. Define a permutation $\pi : \mathbb{Z}_{m+1} \rightarrow \mathbb{Z}_{m+1}$,

$$\pi(i) = \begin{cases} 0 & \text{if } i = 0 \\ \tau'(i) & \text{if } i \in [m] \end{cases}$$

Recall that the created instance has $\ell(m + 1)$ teams where $\ell = 10(m + 1)$. Hence the double round robin schedule will have $2(\ell(m + 1) - 1)$ rounds, each round consisting $\ell(m + 1)/2$ matches. The idea is to design a schedule where for all the teams from $u$, the sequence of away matches in $W^n [G]$ is defined by the traveling salesman tour $\tau'$. The challenge is to synchronize these tours and still maintain a particular upper bound of the incurred cost.
In any double round robin league schedule of the constructed instance, there are two types of matches; *intra partition matches*, where a team plays with another team of the same partition, and *interpartition matches*, where a team plays with some team from other partitions. Accordingly our schedule is divided in two parts,

- **Intrapartition League**: For the first $2m$ rounds, each team plays against the teams from the same partition. We construct a double round robin league schedule of $m + 1$ teams (number of teams in one partition), and apply the schedule to all the partitions parallelly. Hence, each round consists of $(m + 1)/2$ matches for each of the $\ell$ partitions, amounting to $\ell(m + 1)/2$ matches. The algorithm *INTRA PARTITION* describes the schedule for one partition.

- **Interpartition Tours**: In this phase, we schedule the matches between teams of different partitions. The algorithm *TOUR SCHEDULE*, using the traveling salesman tour $\tau'$, gives a schedule where all the teams from one partition (say $\alpha$) travels to play against the teams of some other partition (say $\beta$). Such a schedule, implements $m + 1$ rounds, each containing $m + 1$ away matches of the teams of partition $\alpha$ against the teams of partition $\beta$. To synchronize the tours, we use the algorithm *INTRA PARTITION*. We identify each partition as a team, and create a double round robin league schedule of $\ell$ (number of partitions) teams. Each match $(\alpha, \beta, \cdot)$ of this schedule is then replaced by Tour($\alpha, \beta$) creating a schedule for the $2(\ell - 1)$ rounds of tours, equivalently scheduling $2(\ell - 1)(m + 1)$ rounds of matches. Moreover, for each round the $\ell/2$ many tours are scheduled parallely. Hence, in the final schedule each round has $\ell(m + 1)/2$ many matches.

These two phases implement the required $2m + 2(\ell - 1)(m + 1) = 2(\ell(m + 1) - 1)$ rounds, each consisting $\ell(m + 1)/2$ matches. At every round each team plays exactly one match. Moreover, any pair of teams play against each other twice; during IntraPartition league if both of them are in the same partition, or during the tours Tour($\alpha, \beta$) and Tour($\beta, \alpha$) if they are from partitions $\alpha$ and $\beta$ respectively.

---

**Algorithm 1: A Schedule of the UTTP Instance**

```
Input: $T = \{T_0, T_1, \cdots, T_{\ell-1}\}$
Output: A schedule of a double round robin tournaments for $T$

1. $S = \emptyset$
2. $\text{rnd} = 0$
3. for $\alpha = 0$ to $\ell - 1$ do
   4. $S = S \cup \text{INTRA PARTITION}(\alpha, m+1, \text{rnd})$ /* Scheduling the IntraPartition leagues parallelly */
   5. $\text{rnd} = 2m$
   6. $S = S \cup \text{TOUR SCHEDULE}(\ell, \text{rnd})$ /* Schedule the tours between the partitions */
7. return $S$
```

The algorithms *INTRA PARTITION* and *TOUR SCHEDULE* are described in the following sections.

### 4.2 Matches between teams from same Partition

Now we describe the algorithm *INTRA PARTITION*, which creates a double round robin league of $m + 1$ teams, all from the same partition. We use the standard algorithm using Berger Table (See [4]), to create
a double round robin league schedule. Algorithm 2, creates a schedule for the intrapartition league. \( S_\alpha \) denotes the intrapartition league schedule for the partition \( \alpha \).

**Algorithm 2: INTRAPARTITION:** to schedule the matches played between teams from the same partition

**Input:** \( \alpha \): partition number, \( m + 1 \): number of teams in the partition, \( \text{rnd} \): the current round number

**Output:** A schedule of the intrapartition league in partition \( \alpha \)

1. \( S_\alpha = \emptyset \)
2. \( z = \frac{m+1}{2} \)
3. for \( r = 0 \) to \( 2z - 2 \) do
4. for all \( x \in [2z - 2] \) do
5. \( a = (x + r \mod (2z - 1), \alpha) \)
6. \( b = (2z - 1 - x + r \mod (2z - 1), \alpha) \)
7. if \( a < b \) then
8. \( S_\alpha = S_\alpha \cup \{(a, b, \text{rnd} + r), (b, a, \text{rnd} + 2z - 1 + r)\} \)
9. else
10. \( S_\alpha = S_\alpha \cup \{(b, a, \text{rnd} + r), (a, b, \text{rnd} + 2z - 1 + r)\} \)
11. \( S_\alpha = S_\alpha \cup \{(r, 2z - 1, \text{rnd} + r), (2z - 1, r, \text{rnd} + 2z - 1 + r)\} \)
12. return \( S_\alpha \). 

**Lemma 4.2** \( \sum_{\alpha=0}^{\ell-1} \text{cost}(S_\alpha) \leq 8m(m + 1) \)

**Proof.** The partition \( T_{\ell-1} \) contains teams from \( W_n^m[G] \). Rest of the partitions, \( T_0, T_1, \ldots, T_{\ell-2} \), contain teams only from the vertex \( u \). So, during the intrapartition league the teams from \( T_0, T_1, \ldots, T_{\ell-2} \) do not travel.

\[
\text{cost}(S_\alpha) = 0 \quad \forall \alpha \in \{0, 1, \cdots, \ell - 2\}.
\]

Let \((i, \ell - 1)\) be any team in partition \( T_{\ell-1} \) placed at vertex \( v_i \) in \( W_n^m[G] \). By triangle inequality, the total traveling cost of \((i, \ell - 1)\) is at most twice the sum of the weight of the edges incident on \( v_i \). As the cost of each edge is at most 4, and there are exactly \( m \) other teams to play, the traveling cost of \((i, \ell - 1)\) is at most \( 8m \). Taking sum over all \( i \in Z_{m+1} \), we get, \( \text{cost}(S_{\ell-1}) \leq 8m(m + 1) \). This completes the proof. ☐

### 4.3 Matches between teams from different partitions

Now we describe the algorithm TOURSCHEDULE. As discussed, to schedule the matches between teams of different partitions, we create a double round robin league schedule of \( \ell = 10(m + 1) \) teams, representing the partitions. Each match \((a, b, .)\) of that schedule will be expanded into a minileague, a schedule of \( m + 1 \) (number of teams in each partition) rounds, each round consisting \( m + 1 \) matches played between the teams of partitions \( T_a \) and \( T_b \). The minileagues are scheduled using the subroutine Tour (Algorithm 4).

**Definition 4.3** Let \( T_\alpha \) and \( T_\beta \) be two disjoint subsets of \( T \). A minileague of \( T_\beta \) with \( T_\alpha \), denoted by \( \text{Tour}(\alpha, \beta) \), is the set of away matches played by the teams of \( T_\beta \) against the teams of \( T_\alpha \).

\[
\text{Tour}(\alpha, \beta) = \{(a, b, .) | a \in T_\alpha, b \in T_\beta\}.
\]
The specific mini-leagues which are important to us are $\text{Tour}(\ell - 1, \alpha)$, $\alpha \in \mathbb{Z}_{\ell-1}$; where teams in $u$ visit the teams in $W_n^u[G]$. We wish to upper bound the cost of our schedule of $\text{Tour}(\ell - 1, \alpha)$, when $G$ has a traveling salesman tour of cost at most $K$. To this end, we need to define a tour used by the teams in $u$ to visit the cities in $W_n^u[G]$.

**Schedule of a mini-league**

We start with scheduling the mini-league $\text{Tour}(\ell - 1, \alpha)$; $\alpha < \ell - 1$. Let $\pi$ be the permutation as defined in Equation (1). Let $(\pi(0), \ell - 1)$ and $(\pi(1), \ell - 1)$ be the two teams at the central vertex of $W_n^u[G]$, i.e. $v_{\pi(0)} = v_{\pi(1)}$. For other vertices in $W_n^u[G]$, $(\pi(i), \ell - 1)$ denotes the team at vertex $v_{\pi(i)}$, $i \in \{2, 3, \ldots, m\}$. The schedule of $\text{Tour}(\ell - 1, \alpha)$ is defined as follows. In round $r \in [m + 1]$, team $(i, \alpha)$ plays with $\pi(i + r \mod (m + 1)), \ell - 1)$.

For other mini-leagues, either the teams in $W_n^u[G]$ visit $u$, or all the involved teams are at vertex $u$ itself. In these mini-leagues the teams do not travel between the rounds, albeit the may need to travel before and after a mini-league. We use the schedule for $\text{Tour}(\ell - 1, \alpha)$ for other mini-leagues as well.

**Lemma 4.4** Let the traveling salesman tour $\tau$ of $G$ has cost $K$. Assume, at the start, all the teams were at their home. At the end of the schedule, the teams return to their home cities. For all $\alpha \in \mathbb{Z}_{\ell-1}$, cost of the schedule generated by $\text{Tour}(\ell - 1, \alpha)$ is $2000(m + 1)^5 + mnK$.

**Proof.** Let $\tau'$, constructed using Lemma 3.3, be the traveling salesman tour of $W_n^u[G]$ of cost $nK$. Let $\pi : \mathbb{Z}_{m+1} \rightarrow \mathbb{Z}_{m+1}$ be defined as in Equation (1).

Consider a schedule $S$ generated by $\text{Tour}(\ell - 1, \alpha)$. Let $(i, \alpha)$ be any team of the partition $\alpha$. The path traveled by $(i, \alpha)$ is $\{ (u, v_{\pi(i)}), (v_{\pi(i)}, v_{\pi(i+1)}), \ldots, (v_{\pi(i-2)}, v_{\pi(i-1)}), (v_{\pi(i-1)}, u) \}$. Cost of this path is $2000(m + 1)^4 + nK - \text{cost}(\pi(i - 1), \pi(i))$. Taking sum over all $i \in \mathbb{Z}_{m+1}$, the total traveling cost in $S$ is $(m + 1)(2000(m + 1)^4 + nK) - nK$ which is $2000(m + 1)^5 + mnK$. ■

---

**Algorithm 3: TOUR\_SCHEDULE: schedule the interpartition matches**

**Input:** $\ell$: the number of partitions, $\text{snd}$: current round number
**Output:** A schedule of tours

```
1 $z = \frac{3}{2}$
2 for all $u \in \{2, 2\}$ do
3   for all $t \in \{2, 2\}$ do
4     $a = x + r \mod (2z - 1)$
5     $b = 2m - 1 - x + r \mod (2z - 1)$
6     if $a < b$ then
7       $S = S \cup \text{TOUR}(\alpha, \beta, \text{snd} + r(m + 1))$
8     else
9       $S = S \cup \text{TOUR}(\beta, \alpha, \text{snd} + (2z - 1 + r)(m + 1))$
10    $S = S \cup \text{TOUR}(r, 2z - 1, \text{_snd} + (2z - 1 + r)(m + 1))$
11    $S = S \cup \{ (a, b, \text{snd} + r) \}$
12 return $S$.
```

**Algorithm 4: TOUR: to schedule the mini-leagues**

**Input:** Two partition number $\alpha, \beta \in \mathbb{Z}_\ell$, $\text{snd}$: the current round number
**Output:** A schedule for the mini-league $\text{Tour}(\alpha, \beta)$

```
1 $S = \emptyset$
2 for $r = 0$ to $m$ do
3   for $i = 0$ to $m$ do
4     $b = (i, \beta)$
5     $a = (\pi(i + r \mod (m + 1)), \alpha)$
6     $S = S \cup \{(a, b, \text{snd} + r)\}$
7 return $S$.
```
Bounding the Travel Cost

**Lemma 4.5** If $G$ has a traveling salesman tour of cost $K$, then the cost of the schedule generated by Algorithm 1 is less than $\zeta = 20000(m + 1)^6 + 10m(m + 1)(nK + 1)$, where $m = n(n - 1) + 1$.

**Proof.** Let $\ell = 10(m + 1)$. The first phase of the schedule is the first $2m$ rounds, where the IntraPartition matches takes place. By Lemma 4.2, the total cost of the first phase is at most $8m(m + 1)$. For the rest of the rounds, total traveling costs for the teams in each partition can be bounded as follows.

1. $\alpha \in \mathbb{Z}_{\ell - 1}$: All the teams of $T_\alpha$ are placed in $u$. The only traveling cost of these teams is during $\text{Tour}(\ell - 1, \alpha)$. Using Lemma 4.4, for each $\alpha$, the total traveling cost for the teams in $T_\alpha$ is at most $20000(m + 1)^5 + mnK$.

2. $\alpha = \ell - 1$: The teams of $T_{\ell - 1}$ are placed in $W_n[G]$. The cost incurred by each team is due to the travel to $u$ and return. By Algorithm 3, the teams of $T_{\ell - 1}$ play away matches at $u$ only in the last $(\ell - 1)(m + 1)$ rounds. The total traveling cost of all the teams is $20000(m + 1)^5$.

So total traveling cost of the schedule is

$$8m(m + 1) + 2000(m + 1)^5 + \sum_{\alpha=0}^{\ell-2} (2000(m + 1)^5 + mnK)$$

$$= 8m(m + 1) + 2000(m + 1)^5 + 2000(m + 1)^5 (10m + 9) + (10m + 9)mnK$$

$$< 20000(m + 1)^6 + 10m(m + 1)nK + 8m(m + 1)$$

$$< 20000(m + 1)^6 + 10m(m + 1)(nK + 1).$$

\[\blacksquare\]

### 4.4 Lower bound on the traveling cost of any feasible solution

Now we show a lower bound of the cost of any feasible solution of UTTP instance.

**Lemma 4.6** $G = (V, E)$ be the input $(1, 2)$-TSP instance with $|V| = n > 5$. If $G$ has no traveling salesman tour of cost less than or equal to $K$, then the constructed UTTP instance on $H$ has no feasible schedule of cost less than or equal to $20000(m + 1)^6 + 10m(m + 1)(nK + 1)$.

**Proof.** For any schedule of a double round robin league, traveling cost of each team is at least the cost of the traveling salesman tour of the cities [5]. Let the optimal traveling salesman tour of $G$ has the cost of $K + k$, $k \geq 1$. By Lemma 3.7, any traveling salesman tour of $H$ has cost at least $20000(m + 1)^6 + n(K + k) - 4$.

\[
\text{Cost of any feasible schedule} \geq \text{number of teams} \times \text{Cost of the optimal TSP tour of } H
\geq 10(m + 1)^2 \times (2000(m + 1)^4 + n(K + k) - 4)
\geq 10(m + 1)^2 \times (2000(m + 1)^4 + nK + 1)
\geq 20000(m + 1)^6 + 10m(m + 1)(nK + 1).
\]
The third inequality follows from the condition of $n > 5$ and $k \geq 1$. □

Using Lemma 4.5 and Lemma 4.6 we get Theorem 1.1.
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