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Abstract: Automatic identification of genes has been an actively researched area of Bioinformatics. Compared to earlier attempts for finding genes, the recent techniques are significantly more accurate and reliable. Many of the current gene finding methods employ computational intelligence techniques that are known to be more robust when dealing with uncertainty and imprecision. In this article, a detailed survey on the existing classical and computational intelligence based methods for gene identification is carried out. This includes a brief description of the classical and computational intelligence methods before discussing their applications to gene finding. In addition a long list of available gene finders is compiled. For convenience of the readers, the list is enhanced by mentioning their corresponding web sites and commenting on the general approach adopted. An extensive bibliography is provided. Finally, some limitations of the current approaches and future directions are discussed.
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1. Introduction

Identifying genes from DNA sequences is an important problem in bioinformatics [1, 2]. As the human genome project came to an end in 2003, all the human chromosomes have been sequenced [3], pegging the estimated number of genes to 20,000-25,000 [4]. Thus development of reliable automated techniques for interpreting long anonymous genomic sequence (i.e., partitioning them into genes, promoters, regulatory elements, intergenic region, etc.) became imperative. As a consequence, computational approach to gene finding attracted a lot more attention in the molecular biology and genomics community [5, 6, 7]. Significant advances in gene-finding methodology have taken place, and the current methods are considerably more accurate, reliable and useful than those available in the past. Hidden Markov model (HMM), decision trees and dynamic programming based approaches for gene finding are discussed in [8]. A summary of the available programs for gene finding is also reported in [8]. A comparative study of the gene structure prediction methods is available in [9]. In [10], Gelfand provides an extensive review of several methods for prediction of functional sites, tRNA, and protein-coding genes. A brief overview of
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some of the computational methods for gene finding is available in [11]. A review of the existing approaches to predict genes in eukaryotic genomes and the limitations of these methods are given in [12]. An extensive bibliography and many more related resources on computational gene recognition are available in [13, 14].

In addition to the conventional gene finding methods like those based on HMM and dynamic programming, approaches based on computational intelligence techniques have gained popularity in recent times. Computational intelligence methods are known to be more robust and they provide greater approximation of the results of the problem under consideration. For example, a neural network based protein secondary structure prediction method, PHDsec (a component of a suite of programs called PHD for predicting the one dimensional structure of proteins [15]), was the first to surpass a level of 70% overall three-state per-residue accuracy. Moreover, even if some of the links fail, the performance of the network degrades gradually. Computational intelligence techniques also work well for the gene finding problem because they can handle approximate nature, incompleteness and uncertainty of data.

In this article, the problem of gene identification, along with the issues involved in it, are first described. Thereafter, the classical approaches based on HMM, Bayesian Networks and Dynamic programming are discussed. Finally a review of some of the computational intelligence techniques for this problem is provided. Most of the previous reviews on the topic have concentrated on a few conventional gene finding methods. Subsequently several sophisticated techniques like those based on computational intelligence approaches have been developed. However no review of such approaches has been presented in the last few years. The recent developments in various gene-finding methods, specially using computational intelligence techniques like Neural Networks and Genetic Algorithms have been summarized in the present article. A brief history as well as a description of these methods are provided. Web addresses for most of the gene finding software and a fairly extensive bibliography are also included. Some of the limitations of the current methods have been mentioned.
2. Background and Problem Definition

In this section some basic terminology related to the problem of gene identification are first given. The problem is then stated formally.

2.1 Basic Terminology

This section provides a brief overview of the basic concepts and terminologies in genetics, as well as some of the issues involved in finding genes in DNA sequences.

Proteins are considered the building blocks of life and are the most abundant type of organic molecules in living organisms. A protein is made up of one or more polypeptide chains. A polypeptide chain is a chain of amino acids. An amino acid is an organic molecule consisting of a carbon atom bound to one hydrogen atom, a carboxyl group, an amino group, and a side group that varies from amino acid to amino acid. When an organism reproduces, it is imperative that the instructions for building its proteins are reproduced accurately and completely. These instructions are largely maintained by another type of organic molecule called nucleotides.

(Fig. 1 somewhere here)

Nucleotides are joined together to form large molecules called nucleic acids. The two most common types of nucleic acids are deoxyribonucleic acids (DNA) and ribonucleic acid (RNA). DNA is made up of four nucleotides: adenine, guanine, cytosine, and thymine, abbreviated A, G, C, T. In DNA, A pairs with T, and G pairs with C, because of the presence of hydrogen bonds. A molecule of DNA is organized in the form of two complementary chains of nucleotides wound in a double helix. One of these chains (or, strands) is called the sense strand, and other the anti-sense strand or the template strand. The anti-sense strand is the one that contains the genetic code of a gene, and is transcribed. Note that, in general, at any
place in a DNA molecule, either of the two strands may be serving as the anti-sense strand. A gene is a segment of DNA that codes for a specific functional product (e.g., a protein or non-coding RNA molecule). Though genes lie linearly along chromosomes, they are not necessarily contiguous. Intergenic regions are the regions of DNA in between genes. These regions contain a few or no genes, and parts of it sometimes control genes that are close by. However, most of the intergenic region has no currently known function. Introns are segments of DNA found within genes. Introns are transcribed into RNA along with the rest of the gene but must be removed from the RNA before the mature RNA product is complete. Fig. 1 illustrates the organization of a gene on a DNA strand. After the introns are spliced out, the remaining segments of RNA are exons. The intron exon boundary is often called the splice site. Exons are joined together to become the mature RNA product that is usually changed to the corresponding protein via the process of translation. Though most of the gene finding software use the term exon to denote only the coding parts, in reality there are some exons (or parts of them) that are non-coding. In this review, however, we have referred to the correct biological definition of exons and explicitly mention when only their coding part is concerned. The basic principle by which cellular DNA is converted to its functional component, the protein, is known as the central dogma of molecular biology [16], depicted in Fig. 2. The process is described, in some detail, in Section 2.3. For more details, the readers may refer to [16, 17].

(Fig. 2 somewhere here)

2.2 Tasks in Bioinformatics and Their Applications

The different biological tasks considered within the scope of bioinformatics that are within the purview of computational molecular biology can be broadly classified into two categories: genomics and proteomics, which involve study of genes, proteins, nucleic acid structure prediction and molecular design with docking. For raw DNA sequences, investigations include, among others, the following.

a) separating coding and non-coding regions;
b) identification of introns, exons and promoter regions for annotating genomic DNA;

c) gene product prediction;

d) analysis of genomic sequences of simple organisms simplifies the problem of understanding complex genomes (its applications are mainly in gene product prediction and forensic analysis).

Besides these, phylogenetics, microarray analysis, gene regulatory networks and metabolic pathways are other fields that are much studied in this domain. Some other areas of immense interest within bioinformatics, that are well above the aforementioned level, include optimization of drug administration schedule based on drug response data, automatic determination of cancer types from image data (e.g., skin cancer, breast cancer), and determining the stage of cancer from cellular images of the infected areas (e.g., cervical cancer).

Since the purpose of this article is to provide an overview of the different techniques for gene identification, this is described below in more detail. Note that the present review deals with only protein-coding gene finding techniques. A completely different class of algorithms are used for non-coding RNA gene finding which is outside the purview of this article.

2.3 The Problem of Finding Protein-Coding Genes

The general problem of finding protein-coding genes is as follows. Given a sequence of DNA, how does one determine the location of protein-coding genes, which are the regions containing information that code for proteins. At a very general level, nucleotides can be classified as belonging to

(i) coding regions in a gene, i.e., exons, or

(ii) non-coding regions in a gene, i.e., introns, or

(iii) intergenic regions.

The problem can then be formally stated as follows:

**Input:** A sequence of DNA

\[ X = (x_1, \ldots, x_n) \in \Sigma^*, \text{ where } \Sigma = \{A, T, C, G\} \]
Output: Correct labelling of each element in X as belonging to a coding region, non-coding region or intergenic region.

As shown in Fig. 1, on a very high level, genes in human DNA and many other organisms have a relatively regular structure. The beginning of a gene is at the transcription start site (TSS). This is followed by an exon, that is a sequence of DNA which is mostly expressed in the final protein product (or an RNA product). A series of intron-exon pairs may then follow, where introns separate the exons. At the intron-exon boundaries there are splice junctions (or, acceptor/donor sites) that aid the process of RNA-splicing. Transcription initiation of protein-coding genes in eukaryotic cells is a complex process. The different steps of gene transcription, on a general level, can be summarized as follows. It starts with the binding of several transcription factors (TFs) on the “upstream” promoter that could be as far as 1 kilo base pairs (kb) upstream of the start site [6]. This, in conjunction with enhancers, silencers and insulators (all which are stretches of DNA that could be several thousand base pairs away from the genes they control), controls the binding of a preinitiation complex, usually composed of RNA polymerase II, transcription factor IID and other general transcription factors, on the core promoter that lies approximately 100 base pairs (bp) on either side of the TSS [6]. These help in opening up the double helix, which is followed by a movement of the RNA polymerase from the 3’ end to the 5’ end on the anti-sense strand of the DNA. As the RNA polymerase proceeds, it assembles ribonucleotides into a strand of pre-mRNA, following certain rules of base pairing. These rules are (i) a C on the DNA strand results in a G being inserted into the RNA strand, (ii) a G on the DNA strand results in a C being inserted into the RNA strand, (iii) a T on the DNA strand results in an A being inserted into the RNA strand, and (iv) an A on the DNA strand results in a U (uracil) being inserted into the RNA strand. The RNA is synthesized in a 5’ to 3’ direction. The pre-mRNA undergoes a series of processing steps to be converted into an mRNA. These are capping of the 5’ end of the pre-mRNA, removal of introns and splicing of exons, and finally attachment of a poly adenine tail at a special site, called the polyadenylation site, of the pre-mRNA. The transcript is cut at this point, and forms the mRNA that undergoes translation to be converted into a protein. A protein is composed of a number of amino acids. There are 20 amino acids in practice. A set of
three consecutive nucleotides in an mRNA, called a codon, codes for an amino acid. As there are a total of 64 possible codons, but only 20 different amino acids, coding redundancy exists. Moreover, some of the codons do not code for any amino acid, they just signal some special event. For example, start and stop codons signal the beginning and end of translation.

It may be noted that our knowledge about the genomic transcription process is limited. For example, in vertebrates, the internal exons are small (typically about 140 nucleotides long), while the introns are much larger (some being more than 100kb long) [6]. The mechanism by which the splicing machinery recognizes the exons from within vast stretches of introns is still not fully clear. Accurate information regarding the promoters of most genes is severely limited. There is no strong consensus sequence at the splice junctions. We still do not know how many genes are there in the human genome, and the estimate of this value is getting revised frequently. These, and several other, issues make the task of identifying genes extremely challenging.

### 3. General Overview of the Classical Gene Finding Approaches

As shown in Fig. 3, the classical approaches for gene finding can be roughly divided into finding the evidence for a gene and combining several evidences of genes in order to better predict the structure of a gene [12]. (As shown by dashed arrow in Fig. 3, the latter may use techniques in the former.) These are now discussed briefly.

#### 3.1 Finding the Evidence

Essentially, two different types of information viz., content sensors and signal sensors are currently used to try to identify genes in a given genomic sequence.

**Content Sensors**

Content sensors are those measures that try to classify a DNA region into different types, e.g. coding versus non-coding [12]. The existence of sufficient similarity with a biologically characterized sequence
has been the main means of obtaining such a classification. Content sensors can be further classified as extrinsic and intrinsic content sensors.

(Fig. 3 somewhere here)

**Extrinsic content sensors:** Extrinsic content sensors consider a genomic sequence region and compute its similarity to a protein or DNA sequence present in a database in order to determine whether the region is transcribed and/or coding. The basic tools for detecting this similarity between sequences are local alignment methods, ranging from the optimal Smith-Waterman algorithm [18] to fast heuristic approaches such as FASTA [19] and BLAST [20]. The obvious weakness of such extrinsic approaches is that nothing will be found if the database does not contain a sufficiently similar sequence. Even when a good similarity is found, the expansion of the regions of similarity, which should indicate exons, are not always very precise and do not enable an accurate identification of the structure of the gene. Small exons are also easily missed. Moreover, some databases may contain information of poor quality that could easily mislead these approaches. Finally, the choice of the similarity measure(s) is an important consideration itself.

**Intrinsic content sensors:** Intrinsic content sensors were basically defined for prokaryotic genomes where only protein coding regions and intergenic regions are usually considered. Here genes define (long) uninterrupted coding regions with no stop codons, hence the simplest approach for finding potential coding sequences is to look for sufficiently long Open Reading Frames (ORFs). In contrast, in eukaryotic sequences, the translated regions may be very short and the absence of stop codons becomes meaningless [21]. In these cases, other measures based on the content of the sequences are computed for identifying whether it is coding or not. Some typical measures are the GC content, frequency of k-mers, specially hexamers, base occurrence periodicities.
Signal Sensors

Signal sensors are measures that try to detect the presence of the functional sites specific to a gene [12]. The basic and natural approach to finding a signal that may represent the presence of a functional site is to search for a match with a consensus sequence (with possible variations allowed), the consensus being determined from a multiple alignment of functionally related documented sequences. This type of method is used for splice site prediction in SPLICEVIEW [22] and a logitlinear model based approach [23]. Positional weight matrices (PWMs) offer another representation of signals. PWMs capture the probability of appearance of a base in a particular location. In order to capture possible dependencies between adjacent positions of a signal, one may use higher order Markov models. The so-called Weight Array Model (WAM) is essentially an inhomogeneous higher order Markov model. It was first proposed by Zhang and Marr in [24] and later used by Salzberg in [25], who applied it in the VEIL [26] and MORGAN [27] software. Genscan [28] also uses a modified WAM to model acceptor splice sites and a second order WAM to represent branch point information.

3.2 Combining the Evidence to Predict Gene Structures

For a given sequence, different types of signal sensors and/or similarity based methods can be used to predict the occurrence of genes. The most important evidences of the presence of genes are undoubtedly translation starts and stops, and splice sites since they define the boundaries of coding regions. All such evidences can be combined for predicting the complicated gene structures; this contrasts with the earlier approaches for identifying individual exons. In theory, each consistent pair of detected signals defines a potential gene region (intron, exon or coding part of an exon). If one considers that all these potential gene regions can be used to build a gene model, the number of potential gene models grows exponentially with the number of predicted exons. In practice, this is slightly reduced by the fact that ‘correct’ gene structures must satisfy the following set of properties [12]: there are no overlapping exons, coding exons must be frame compatible, and merging two successive coding exons will not generate an in-frame stop.
the junction. This approach can further be classified into three categories, namely, extrinsic, intrinsic and integrated approaches.

**Extrinsic approaches:** Pioneered by Gelfand et al. with PROCRUSTES [29], many programs based on similarity searches have emerged during the last decade. The principle of most of these programs is to combine similarity information with signal information obtained by signal sensors. This information will be used to refine the region boundaries. These programs inherit all the strengths and weaknesses of the sensors used and may, for example, fail when non-canonical splice sites are present.

**Intrinsic approaches:** Intrinsic gene finders aim at locating all the gene elements that occur in a genomic sequence, including possible partial gene structures at the border of the sequence. To efficiently deal with the exponential number of possible gene structures defined by potential signals, almost all intrinsic gene finders use Dynamic Programming (DP) to identify the most likely gene structures according to the evidence defined by both content and signal sensors. All such gene modeling strategies can be formulated with a graph language [30, 31]. Such approaches are said to be exon based or signal based depending on whether a gene structure is considered to be an assembly of segments defining the coding part of the exons or by the presence of a succession of signals separated by ‘homogeneous’ regions, respectively [32]. In theory at least, the segment assembly process can be defined as the search for an optimal path in a directed acyclic graph where vertices represent exons and edges represent compatibility between exons. The search is done using the famous Viterbi algorithm [33], which produces a most likely gene structure and can be considered as a specific instance of the older Bellman shortest path algorithm [34]. This is the approach adopted in GenElD [35], GenView [36], GAP III [37], FGENES [38] and DAGGER [39] programs.

**Integrated approaches:** In view of the added value provided by database similarities, authors are now combining both intrinsic and extrinsic approaches in recent gene predictors; in older software, updates are made to add information from homology. An important work in this regard is TWINSCAN [40, 41] program. Yeh et al. have extended Genscan to yield GenomeScan [42] that incorporates similarity with a
protein retrieved by BLASTX or BLASTP. Genes predicted by GenomeScan have a maximum probability conditional on such similarity information. GenomeScan is thus able to accurately predict coding regions missed by both Genscan and BLASTX used alone. A highly integrative approach is used in the EuGene program reported in [43]. Very recently, a technique is proposed in [44] that uses statistical methods to combine the gene predictions of ab initio gene finders, protein sequence alignments, expressed sequence tag and cDNA alignments, splice site predictions, and other evidences.

4. Some Classical Approaches

In this section we present a brief overview of some classical gene finding techniques.

4.1 Hidden Markov Models

A Markov model is a stochastic model, which assumes that the probability of appearance of a given base (A, T, G or C) at a given position depends only on the \( k \) previous nucleotides (\( k \) is called the order of the Markov model). Such a model is defined by the conditional probabilities \( P(X|k \text{ previous nucleotides}) \), where \( X = A, T, G \) or \( C \). In order to build a Markov model, a learning set of sequences on which these probabilities will be estimated is required. Given a sequence and a Markov model, one can then simply compute the probability that this sequence has been generated according to this model, i.e., the likelihood of the sequence, given the model [45].

Since HMMs are designed to process sequences of information, researchers in computational biology use them extensively for analysis of DNA and protein sequences. For example, they have already been used for motif finding [46], multiple sequence alignment [47] and protein structure prediction [48, 49, 50]. At the present time, there is no publicly available HMM system (either commercially or public domain) that can handle the size and topological complexity of the model in its entirety needed for gene finding. Presently the full model is decomposed into three sub-models viz., for detecting exons, introns and intergenic regions [26]. A macroscopic view of the model's topology is shown in Fig. 4.
To train the HMM models, the exons, introns and other non-coding regions in the training set are separated out, and three smaller models are trained separately. The intergenic model is very simple, containing two disconnected 10 state chains (representing the upstream and downstream intergenic pieces) with loops on the ends to absorb extra bases. The exon model contains 89 states and the intron model contains only 10 states.

**HMM Algorithms**

The Viterbi and Expectation Maximization (EM) algorithms are used for computing with HMM during its training and testing [33, 51, 52].

*Training the Models:*

The E-M algorithm is used to solve what is known as the learning problem in HMMs, i.e., to determine reasonable values for all the probabilities in an HMM. The model topology is fixed, and all of the output probabilities and transition probabilities [53] are initialized to random values. (If any prior estimates of these probabilities are available, it is usually beneficial to initialize them to these estimates.) Upon being presented with a set of DNA sequences, the E-M algorithm re-estimates all of these probabilities. Briefly, it runs each training sequence through the model $\lambda$ and computes the posterior probability $P(s|\lambda)$ for each sequence $s$. These values are then multiplied together to produce $P(S|\lambda)$, where $S$ represents the set of all the sequences. The re-estimation procedure then adjusts all the probabilities in order to increase $P(S|\lambda)$. The data are then run through the model again and the probabilities are further refined. The process is iterated until $P(S|\lambda)$ is maximized. The E-M algorithm is guaranteed to converge to a locally optimal estimate of all the probabilities in the model. Usually it is assumed that the multiple observations in the training data are independent of each other. However, the assumption of independence may not always hold in practice. A formal treatment of HMM training without imposing the independence assumption is
Testing the Models:

After training, the model is ready to be used to interpret new sequences where the Viterbi algorithm is often used. It is a dynamic programming algorithm that efficiently aligns any sequence to an HMM. Given a sequence and a trained HMM, the Viterbi algorithm will find the most likely sequence of states through the model for that particular sequence. (In addition, the Viterbi algorithm computes the probability of the model producing the sequence via that path.) Although there are an exponential number of distinct paths through the model, the Viterbi algorithm finds the best one in $O(ne)$ time, where $n$ is the length of one sequence and $e$ is the number of edges in the path. In order to efficiently search for the best path, the Viterbi algorithm builds a data structure called a trellis, which requires $O(ne)$ storage space.

4.2 Dynamic Programming

The use of dynamic programming in gene finding is briefly reviewed in [8]. The dynamic programming algorithm [55] is a well-established recursive procedure for finding the optimal (e.g., minimal cost or top scoring) pathway among a series of weighted steps. GeneParser [56], that employs dynamic programming techniques, uses coding measures and signal strengths to compute scores for all subintervals in the test sequence. A neural network is first used to combine the various measures into the log-likelihood ratio for each subinterval to exactly represent an intron or exon. A dynamic programming approach is then used to find the optimal combination of introns and exons. Ranked sub optimal solutions can also be generated by the program. Gelfand and Roytberg [57] have reviewed the use of dynamic programming in gene prediction, and suggested ‘vector dynamic programming’ to combine multiple exon quality indices without the time-consuming training of a neural network. These ideas have been implemented in CASSANDRA [58], a program to predict protein-coding segments, and the experimental gene structure prediction program GREAT [59]. The GenView system [36] is again based on the prediction of splicable ORFs ranked by the strength of their splice signal and their coding potential (‘in phase’ hexamer
measure). The best gene structure is then constructed using dynamic programming to sift through the numerous possible exon assemblies. Dynamic Programming methods are also used in GRAIL II [60], GeneParser [56], FGENESH [38], and recent versions of GeneId [35]. Finally, the gene assembly program GAP III [37] also uses dynamic programming (as well as heuristics) to construct optimal gene models from the candidate exons predicted by GRAIL II.

4.3 Bayesian Networks

A Bayesian network [61] is a graphical model that encodes probabilistic relationships among variables of interest. When used in conjunction with statistical techniques, the graphical model has several advantages for data analysis.

- Since the model encodes dependencies among all variables, it readily handles situations where some data entries are missing.
- A Bayesian network can be used to learn causal relationships, and hence can be used to gain understanding about a problem domain and to predict the consequences of intervention.
- Since the model has both causal and probabilistic semantics, it is an ideal representation for combining prior knowledge (which often comes in causal form) and data.
- Bayesian statistical methods in conjunction with Bayesian networks offer an efficient and principled approach for avoiding the over-fitting of data.

A Bayesian network for a set of variables $V = \{V_1, ..., V_n\}$ consists of (i) a network structure $S$ that encodes a set of conditional independence assertions about variables in $V$, and (ii) a set $P$ of local probability distributions associated with each variable. Together, these components define the joint probability distribution for $V$. The network structure $S$ is a directed acyclic graph. The nodes in $S$ are in one-to-one correspondence with the variables $V$. $V_i$ denotes both the variable and its corresponding node, and $Pa_i$ denote the parents of node $V_i$ in $S$ as well as the variables corresponding to those parents. The lack of possible arcs in $S$ encodes conditional independencies. In particular, given structure $S$, the joint
probability distribution for $V$ is given by

$$p(V) = \prod_{i=1}^{n} p(V_i | pa_i)$$

The local probability distributions $P$ are the distributions corresponding to the terms in the product of the above equation. Consequently, the pair $(S;P)$ encodes the joint distribution $p(V)$. Methods of learning probabilities in a Bayesian network, and techniques for learning with incomplete data, are studied in detail in [62]. A Bayesian network framework for combining gene predictions from multiple systems is given in [63], where the approach adopted is that of combining the advice of multiple experts.

5. Computational Intelligence Techniques for Gene Identification

 Computational intelligence is a fairly new name with no consensus (yet) on what computational intelligence exactly is. There is a widely accepted view on which areas belong to it: evolutionary computing, fuzzy computing and neurocomputing. While some techniques within computational intelligence are often counted as artificial intelligence techniques (e.g. genetic algorithms, or neural networks) there is a clear difference between these techniques and traditional, logic based artificial intelligence techniques. In general, typical artificial intelligence techniques are top-to-bottom where, the structure of models, solutions, etc. is imposed from above. Computational intelligence techniques are generally bottom-up, where order and structure emerges from an unstructured beginning. Here we present not only some of the Computational Intelligence techniques but also some other computational methods that are frequently used for gene identification.

5.1 Case Based Reasoning (CBR)

Case-based reasoning (CBR) [64, 65] is a model of reasoning where the systems’ expertise is embodied in a library of past cases (stored as a case base) already experienced by the system, rather than being encoded explicitly as rules, or implicitly as decision boundaries. In CBR, a problem is solved by first matching it to problems that were encountered in the past, and then retrieving one or a small set of similar
cases. The retrieved cases are used to suggest a solution to the present problem, which is tested, and, if necessary, revised. The present problem and its solution are updated in the case base as a new case.

An application of CBR to the gene-finding problem has investigated in [66]. It employs a case library of nucleotide segments that have previously been categorized as coding (exon) or non-coding (intron), in order to locate the coding regions of a new DNA strand. A similarity metric for nucleotide segments is established and the results of multiple cases are combined to categorize entire new DNA strands. For a CBR system to work effectively, it is necessary to be able to compare the case (e.g., a known exon), with the query strand of DNA in which we want exons to be identified. Costello and Wilson [67] have investigated a number of possible approaches to similarity, including Longest Common Subsequence [68] and sequence alignment methods, but chose an edit distance method for the initial work. Given a measure of sequence similarity, it is needed to employ the case library segments in a way that will enable one to isolate regions of a sequence of DNA and point to them as potential protein coding regions. Since library exons are likely to be much shorter than a new strand, an approach that combines many retrieved cases in order to arrive at the new solution was adopted in [69]. The CBR framework has been applied to the problem of annotating genes and the regulatory elements in their proximal promoter regions. CBR was chosen for several reasons: the problem with sparse data is nowhere more evident than in the study of patterns in DNA, such as those in the proximal promoter region, necessary for the regulation of gene expression; and it is the goal of such research to discover these mechanisms.

In [70], a database called EpoDB is described that where a large amount of information available for the genes that are expressed in vertebrate red blood cells are collected and curated to provide high quality data for sequence analysis. The goal is to create an informatics system for the study of gene expression in and functional analysis of red blood cell differentiation, a process termed erythropoiesis. Here the genes and the database can be considered to be analogous to the cases and the case-base in CBR. More details on EpoDB can be found in [71]. A detailed survey of the applications of CBR in molecular biology, including gene identification, is provided in [72].
5.2 Neural Networks

Artificial Neural Networks (ANNs) [73] are computer algorithms based loosely on modeling the neuronal structure of natural organisms. They are stimulus-response transfer functions that accept some input and yield some output. They are typically used to learn an input-output mapping over a set of examples. In general, if given sufficient complexity, there exists an ANN that will map every input pattern to its appropriate output pattern, so long as the input output mapping is not one-to-many. ANNs are therefore well suited for use as detectors and classifiers.

Multilayer perceptrons, also sometimes described as feedforward networks, are the most common architecture used in supervised learning applications (where exemplar patterns are available for training). Each computational node sums $N$ weighted inputs, subtracts a threshold value, and passes the result through a logistic (sigmoid) function. Single perceptrons form decision regions separated by a hyperplane. If the different data classes being input are linearly separable, a hyperplane can be positioned between the classes by adjusting the weights and bias terms. If the input data are not linearly separable, a least mean square (LMS) solution is typically generated to minimize the mean square error (MSE) between the calculated output of the network and the actual desired output.

An earlier attempt at computer-aided gene recognition, such as the well-known GRAIL software, used an ANN to combine a number of coding indicators calculated within a fixed sequence window [74]. Fickett and Tung [75] noted that at the core of most gene recognition algorithm are one or more coding measures: functions that calculate, for any window of the sequence, a number or vector intended to measure the “codingness” of the sequence. Common examples of these measures include codon usage, base composition vector, etc. An exon recognition method includes both a coding measure and a method of deciding between “coding” or “non-coding” regions for each vector. Such an approach to evolve ANNs capable of identifying coding and non-coding regions is available in [76]. The classification process using evolved ANNs proceeded as follows. A sequence of DNA was interrogated using a window of 99 nucleotides. The ANN was used to classify the nucleotide in the center of the window as either coding or
non-coding. For this analysis, the neural network architecture was fixed and consisted of 9 input nodes (corresponding to 9 features), 14 hidden nodes, and 1 output node. The output decision was normalized from –1 (non-coding) to +1 (coding) for each position in the sequence. If the output value was less than –0.5 (or, +0.5) it was classified as coding (or, non-coding). In evolved ANN, Genetic Algorithms (GAs) have been used for determining the appropriate network architecture. “Offspring” ANN architectures are created from the parent networks through random mutation. The number of layers, nodes, and the values for the associated parameters (e.g., weights and biases of a MLP, weights, biases, means and standard deviations of a radial basis function network) are encoded in the chromosomes, and their appropriate values are evolved using GAs. The architecture is fixed to 9 input nodes, 14 hidden nodes and 1 output node, while the interconnections weights and the biases are evolved using GAs. The coding indicators of this system, used as the set of input features, are Frame bias matrix, Fickett feature, Coding sextuple word preferences, Word preferences in Frame 1, Word preferences in Frame 2, Word preferences in Frame 3, Maximum word preferences in frames, Sextuple word commonality and repetitive sextuple word [76]. A flowchart of the entire gene identification procedure is given in Fig. 5. In the post-processing step, spikes in the output vector are first removed by replacing the value of a central nucleotide to the minimum over its own value and those of its left and right neighbors (the Min3 processing step). In the exon identification step, a set of continuous coding nucleotides was predicted as a putative exon, and its start and end positions were noted. Across each such exon, a window of 50 nucleotides was considered, and statistical measures for intron filtering (based on the frequency of occurrence of nucleotides at the intron/exon boundaries) was used to adjust the location of the putative exon to a more appropriate location within the window. Finally, the domain knowledge that a majority of exons in human DNA was more than 15 nucleotides long was used to reject all predicted exons of length less than 15.

(Fig. 5 somewhere here)
ANNs combined with a rule based system has been used for splice site prediction in human Arabidopsis Thaliana by using a joint prediction scheme where the prediction of transition regions between introns and exons regulates a cut-off level for local splice site assignment [77]. This is followed by a rule based refinement that uses splice site confidence values, prediction scores, coding context, and distances between potential splice sites. This work has been further improved by the incorporation of information regarding the branch point consensus sequence found by a non-circular approach using hidden Markov models [78].

Application of a time delay architecture based feed forward neural network for analysis of the Drosophila melanogaster genome has been presented in [79]. It was tested on the Adh region of 2.9 Mbases of the Drosophila genome, where it was found to provide a recognition rate of 75% with a false positive rate of 1/547 bases. Recently, a neural network based multi-classifier system has been proposed for gene identification in E. Coli by locating the promoters of the genes [80]. A set of 324 known E. Coli promoters and 429 known non-promoters was coded using four different coding techniques, and four different neural classifiers were trained on each set. The final classification was an aggregate of the individual classifications obtained using a variant of the logarithmic opinion pool method. Some other applications of neural networks for gene finding are also discussed in [81].

An attempt to employ ANNs to predict the regions that overlap with the first exon of a gene or lies in its close proximity was reported in [82, 83]. Dragon gene start finder (DGSF) [82, 83] combines three systems to achieve this goal. Firstly, it uses a promoter finder system to estimate the transcription start site (TSS). Another system estimates the presence of CpG islands (which are stretches of DNA containing a significantly high frequency of CG sequence, often located around the promoters of genes that perform general cell functions) on the DNA strand. Several signals are extracted from the predicted TSS and CpG islands. The data is then normalized and transformed using principal component analysis. Thereafter a 4-layer neural network is used to make predictions whether the combination of the CpG island and the predicted transcription start site indicates the presence of gene starts.
5.3 Decision Trees

Decision tree algorithms are important, well-established machine learning techniques that have been used for a wide range of applications, specially for classification problems [84, 85, 86, 87]. Decision trees have been found to accurately distinguish between coding and non-coding DNA for sequences as short as 54 bp [88]. In that study, the task of distinguishing between subsequences that are either entirely encoding or entirely non-coding was addressed. MORGAN [27], an integrated system for finding genes, uses a variety of techniques, the most distinctive of which is a decision tree algorithm. It uses an OC1 decision tree system developed in [86] for solving the problem of discriminating coding and non-coding DNA. The optimal segmentation is dependent on a separate scoring function that takes a subsequence and assigns to it a score reflecting the probability that the sequence is an exon. The scoring functions in MORGAN are sets of decision trees that are combined to give a probability estimate. The internal nodes of a decision tree are property values that are tested for each subsequence passed to the tree. Properties can be various coding measures (e.g., hexamer frequency) or signal strengths. The bottom nodes (leaves) of the tree contain class labels to be finally associated with the subsequence. Once classified, the various components are assembled into an optimal gene model using a dynamic programming approach. Another well-known gene finder, developed specifically for eukaryotes, that uses decision trees hybridized with Interpolated Markov Model (IMM) and dynamic programming, is GlimmerM [89]. It uses dynamic programming to consider all possible exons for inclusion in a gene model and chooses the best of all these combinations. The decision about what gene model is best is a combination of the strength of the splice sites and the scores of the exons produced by IMM. A scoring function based on decision trees is built in order to estimate the probability that a DNA subsequence is coding or not. Five types of subsequences are evaluated: introns, initial exons, internal exons, final exons and single exons. The probabilities obtained with the decision trees are averaged to produce a smoothed estimate of the probability that the given
subsequence is of a certain type. A gene model is only accepted if the IMM score over all coding sequences exceeds a fixed threshold.

5.4 Genetic Algorithms

A genetic or evolutionary algorithm, first proposed by J. H. Holland, applies the principles of evolution found in nature to finding an optimal solution to an optimization problem [90, 91]. In a genetic algorithm (GA) the problem is encoded in a series of bit strings that are manipulated by the algorithm; in an evolutionary algorithm the decision variables and problem functions are used directly. The basic GA can be outlined in a very simple way:

1. **Start**: Generate random population of \( n \) chromosomes (suitable solutions for the problem)

2. **Fitness**: Evaluate the fitness \( f(x) \) of each chromosome \( x \) in the population

3. **New population**: Create a new population by repeating following steps until the new population is complete
   i) **Selection**: Select two parent chromosomes according to their fitness
   ii) **Crossover**: With a probability cross over the parents to form new offspring (children).
   iii) **Mutation**: With a probability mutate new offspring at each position.
   iv) **Fitness**: Evaluate the fitness \( f(x) \) of each chromosome \( x \) in the new population

4. **Test**: If the end condition is satisfied, **stop**, and return the best solution in current population

5. **Loop**: Go to step 2

For the gene mapping problem, Gunnels et al. [92] compared GA with Simulated Annealing (SA) [93] and found that the GA based method always converges to a good solution fast, since it is able to take
advantage of the extra information to construct good local maps that can then be used to construct good
global maps. Using a GA, Kel et al. [94] designed sets of appropriate oligonucleotide probes capable of
identifying new genes belonging to a defined gene family within a cDNA or genomic library. One of the
major advantages of this approach is the low homology requirement to identify functional families of
sequences with little homology. A method for recognizing promoter regions of eukaryotic genes using a
GA with an application on *Drosophila melanogaster* is described in [95]. Its novelty lies in realizing the
genetic algorithm to search for an optimal partition of a promoter region into local non-overlapping
fragments and selection of the most significant dinucleotide frequencies for the aforesaid fragments.

The evolved ANN software, mentioned in Section 5.2, mainly uses neural network techniques for gene
finding. It also makes use of GAs to decide about the network architecture and its other parameters. The
fitness of the hidden layers is computed using a GA. ANN architectures are created from the parent
networks through random mutation, and variations are applied to the number of layers and nodes and
other associated parameters. A comparative study between the performance of evolved ANN and GRAIL,
in terms of correlation coefficient (CC), sensitivity, specificity, fraction of exactly predicted exons
(including start and stop codons) and fraction of predicted exons that overlap with actual exons, is shown
in Table 1. Let TP, TN, FP and FN denote the true positives (number of coding nucleotides detected as
coding), true negatives (number of non-coding nucleotides detected as non-coding), false positives
(number of non-coding nucleotides detected as coding) and false negatives (number of coding nucleotides
detected as non-coding). Then

$$\text{Specificity} = \frac{TP}{(TP+FP)}; \quad \text{Sensitivity} = \frac{TP}{(TP+FN)};$$

$$\text{CC} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP+FP) \times (TN+FP) \times (TP+FN) \times (TN+FN)}}.$$ 

All test sequences were taken from human genes and are available in [74]. Test set I contained sequences
used in the testing of GRAIL and GeneID, while Test set II contained genes with complete protein coding
regions and at least two exons. These sequences were without pseudogenes, multiple coding sequence
fields, putative coding sequence fields, or alternative splicing forms, and were first used in [96].
5.5 Comparative Performance of Some Gene Finders

A detailed comparative study of a number of computer programs for the prediction of gene structure in genomic sequences is provided in [8, 9]. The programs were tested on a set of 524 vertebrate sequences ranging in length from about 420 bp to 21,720 bp [97]. The sensitivity (in percent) and specificity (in percent) of GRAIL II, a very popular program, were found to be 51% and 57% respectively [8]. An advancement of GRAIL II/GAP was actually no better than GRAIL II in terms of sensitivity, specificity and missed exons (percentage of actual exons not overlapping any predicted exon). But in terms of wrong exons (percentage of predicted exons not overlapping any actual exon) GRAIL II/GAP (10%) was better than GRAIL (28%). Performance of GeneID and GeneParser was not better than any other programs in any respect. MORGAN’s performance was at par with GRAIL II and GAP. The best overall performance was shown by GENSCAN (gene structure prediction) and MZEF (individual exon finder) [98]. Both have high sensitivity (78%) but specificity of MZEF is slightly better (86%) than GENSCAN (81%). Scores, in terms of missed exons and wrong exons, are slightly better in GENSCAN than in MZEF. Comparison of UNVEIL, a relatively recent HMM based gene finder, with some other methods including GlimmerM and also GENSCAN on 300 *Arabidopsis thaliana* full-length cDNAs reveals that it performs well in terms of nucleotide accuracy, exon accuracy, and whole-gene accuracy [99]. GRAIL and Evolved ANN both are based on neural network methodologies – sensitivity of Evolved ANN program is found to be much higher than GRAIL but specificity and correlation coefficient of GRAIL is greater than Evolved ANN (as can be observed from Table 1 for both the test sets). Overall, GENSCAN and MZEF perform better than any other program. A more detailed study of the comparative performance of different methods can be found in [8], though a caveat is also added that test sets vary in size, and complexity or (G+C) composition; thus making the results difficult to interpret. It may be noted in this context that the
predicted accuracies of the gene finders have been found to vary in different investigations, sometimes being substantially lower than those obtained with more limited test sets [8].

6. Discussion and Conclusions

Identification of genes is an important problem in Bioinformatics. Several methods of gene identification, e.g., those based on HMM and dynamic programming, have been developed in the past. Given the difficulty of the problem, computational intelligence based methods have also been applied in recent times because of their robustness and ability to handle noisy and incomplete/uncertain data. This article provides a comprehensive review of the different methods of gene identification, with special emphasis on computational intelligence techniques. An extensive bibliography along with a list of important URLs are also provided in this regard. Table 2 lists various gene finding programs and their references, and the kind of approaches used by them.

In general, training sets used for various methods of gene finding consists of almost an equal number of coding and non-coding nucleotides. But, in reality, it has been found that only about 2% of human DNA is coding and the remainder is non-coding. Use of equal proportion of coding and non-coding data may lead to a biased system resulting in an increased sensitivity towards the coding data and decreased capability of classifying non-coding data. As a result the system might often classify non-coding nucleotides incorrectly as coding ones, thereby leading to an increase in the false positive count. Therefore, the ratio of coding to non-coding data in the data set should be altered in order to remove such bias.

(Table 2 somewhere here)

Several issues, both biological and database related, make the problem of eukaryotic gene finding extremely difficult [12]. In the current practice, the promoter is generally viewed as appearing in the
intergenic region, immediately upstream of the gene, and not overlapping with it. This is a simplification of reality. Often the genes are very long, e.g., the largest human gene, the dystrophin gene, is composed of 79 exons spanning nearly 2.3 Mb. Moreover, there may be situations where the introns are very long, e.g., in the human dystrophin gene, some introns are more than 100 kb long and more than 99% of the gene is composed of introns. Some genes are characterized by very short exons that may be easily missed, specially if bordered by large introns. The more difficult cases are those where the length of a coding exon is a multiple of three (typically 3, 6 or 9 bp long), because missing such exons will not cause a problem in the exon assembly, as they do not introduce any change in the frame. Moreover it has been found that a significant percentage (35%) of human genes are alternatively spliced which makes the problem further complicated [104]. A recent related study on human genome is reported in [105] that states that many of the splice variants could be a result of aberrant rather than regulated splicing.

The arrangement of genes in genomes is also prone to exceptions. Although usually separated by an intergenic region, there are examples of genes nested within each other and overlapping genes [106, 107]. The presence of pseudogenes (nonfunctional sequences resembling real genes), which are distributed in numerous copies throughout the genome, further complicates the identification of true protein coding genes. A recent study on the sequence and biological annotation of human chromosome 1 shows that the ratio of the number of pseudo genes to the number of true genes is significantly high, and that the coding sequences often overlap [108]. Polycistronic gene arrangement presents an added level of complexity for gene finding. These have been found for snoRNA genes in plants [109], as well as in mammals [110]. Another major concern is that existing gene finders nearly always rely on already known sequences, either in the form of training sets or of databases against which homology searches are performed, and are therefore prone to errors in the databases. As an example, some sequences stored in databases may contain either sequencing errors or simply errors made when editing the sequence, resulting in the introduction of artificial frameshifts. Such frameshifts greatly increase the difficulty of the computational gene finding problem by producing erroneous statistics and masking true solutions [12]. A gene finding method described in [111] can handle this situation. A way of tackling this problem may be to adopt a
hierarchical approach. In the first level one of these ‘conservative’ methods can be adopted to make a prediction. Thereafter, when an unusual situation occurs, the possibility of non-canonical cases should be examined in the second level, allowing a reconsideration of the prediction proposed in the first level.

It has already been revealed in past investigations that there may be more than one unique gene model [112]. Moreover, instead of using a single large data set for training a model, it may be beneficial to consider several partitioned data sets. Training a single model on the entire data may be confusing, leading to poor generalization capabilities. In contrast, training several models on small, homogeneous partitions of the data may provide better stability of the models. The issues over here are how to partition the data sets in homogeneous groups, and how to combine the predictions of the several models for annotating unknown sequences. For partitioning, an approach like the one used in [113] can be adopted. For combining the predictions, a possible approach could be to find out the maximum scoring over all the models, and then to make the corresponding hypothesis. Finally, there is a great need for ‘clean’ sequence databases, i.e., for databases that are not redundant, contain reliable and relevant annotations, and provide all necessary links to further data. For example, a clean data set of verified splice sites for the human EST sequences, and the standards used for the clean up procedure are reported in [114].

With the huge amount of expressed sequence tag (EST) and cDNA sequences now available, programs based on the existence of homology with such expressed sequences are playing an ever increasingly crucial role in current genome annotations, at least for genes for which expression can be shown. Even in the case of genes that are scarcely or tissue specifically expressed, complementary information can be provided by similarity between genomic sequences. Consequently, a great deal of effort is now expended on trying to gather information from genome comparisons. This is particularly true in the case of the human genome annotation process, where the availability of other complete vertebrate genomes, such as those of mouse and fish, is a great advantage. With many genome sequencing projects currently under way, and although there are still problems to be solved, the comparative genome approach seems to be a very promising approach not only in the field of gene prediction but also for the identification of regulatory sequences and the deciphering of the so-called junk DNA. The latter has been largely ignored
until now; yet much may be expected to be learnt from its analysis. At present, more interest is devoted to non-coding RNAs, and this probably stands among the main future directions.
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Glossary

Amino acid - an organic molecule consisting of a carbon atom bound to one hydrogen atom, a carboxyl group, an amino group, and a side group that varies from amino acid to amino acid.

Bayesian network - a graphical model that encodes probabilistic relationships among variables of interest.

Bioinformatics - use of computational methods to handle biological information.

Base pair (bp) - Two nitrogenous bases (adenine and thymine or guanine and cytosine) held together by weak bonds. Two strands of DNA are held together in the shape of a double helix by the bonds between base pairs.

Case based reasoning - is a process of solving new problems based on the solutions of similar past problems.

Chromosome - large macromolecule composed of DNA that carry genetic information in cells.

Computational intelligence - a branch of the study of artificial intelligence. Computational intelligence research aims to use learning, adaptive, or evolutionary algorithms to create programs that are, in some sense, intelligent.

CpG island - is a short stretch of DNA in which the frequency of the CG sequence is higher than other regions.

Decision tree - a graphical representation of all possible outcomes, and the paths by which they may be reached; often used in classification tasks.

Deoxyribonucleic acid (DNA) - molecule present in the cells of all living things, DNA forms genes, the hereditary material of the cell.

Exons - the protein-coding DNA sequences of a gene.

Expectation maximization (EM) algorithm - computational tool for finding maximum likelihood estimates of parameters in probabilistic models, where the model depends on unobserved latent variables.

Dynamic programming algorithm - an algorithm that finds the optimum solution to a problem involving N objects in terms of the solutions to a series of smaller problems that involve subsets of the objects.

Gene - a segment of DNA that codes for a specific functional product (e.g., a protein or non-coding RNA molecule).

Genetic algorithm - a numerical search and optimization procedure that is based on evolutionary principles such as survival of the fittest form of selection, crossover and mutation.

Genome - all the genes in a cell or organism.

Genomics - science that studies the structure and function of genomes and, in particular, genes.

Intergenic regions - the regions of DNA in between genes; contain a few or no genes, and parts of it sometimes control genes that are close by; most of the intergenic has no currently known function.
Introns - segments of DNA found within genes that are transcribed into RNA along with the rest of the gene but must be removed from the RNA before the mature RNA product is complete.

Markov model - in this model, a probability is assigned for each character based only on the preceding characters of the sequence.

Multilayer perceptron (MLP) - a special class of neural network composed of more than one layer of neurons, with some or all of the outputs of each layer connected to one or more of the inputs of another layer. The first layer is called the input layer, the last one is the output layer, and in between there may be one or more hidden layers.

Nucleotide - a building block of DNA or RNA, consisting of one nitrogenous base, one phosphate molecule, and one sugar molecule.

Neural network - an interconnected assembly of simple processing elements, neurons, whose functionality is loosely based on the animal brain; the processing ability of the network is stored in the inter-neuron connection strengths, or weights, obtained by a process of adaptation to, or learning from, a set of training patterns.

Nucleic acids - large molecules composed of nucleotides joined together.

Protein - a large complex molecule made up of one or more chains of amino acids.

Proteomics - science researching total protein expression in different living organisms.

Ribonucleic acid (RNA) - present in the cells of all living beings, and plays an essential role in the synthesis of proteins.

Splice site - the junction of an intron and an exon in messenger RNA; cutting will occur at this site to remove the intron.

Transcription - the production of a strand of RNA from a DNA template.

Translation - the production of a protein from a RNA template.

Viterbi algorithm - a dynamic programming algorithm for finding the most likely sequence of hidden states, known as the Viterbi path, that result in a sequence of observed events, specially in the context of hidden Markov models.