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the last generation, alongwith its associated labelling of regions provides the solution to the
problem. During testing, for each point with unknown classification, the task of the classifier is
to check the region in which it lies, and to put the label {or classify) accordingly.

3. Multilayer Perceptron

A Multilayer Perceptron (MLP) consists of several layers of simple neurons with full connectivity
existing between neurons of adjacent layers. Fig. 2 shows an example of a four layer MLP which
consists of an input layer (layer 0), two hidden layers (layers I and £) and an output layer (layer

3).

layer 3

layer 2

fayer 1

layer §

Figure 2. Multilayer perceptron

The neurons in the input layer serve the purpose of fanning out the input values to the

neurons of layer 1. Let wg?, [ = 1,2,3 represent the connections weight on the link from the

¢th neuron in layer [ — 1 to the jth neuron in layer I. Let 8;5) represent the threshold of the jth

neuron in layer I. The total input, :ng'!)} received by the jth neuron in layer [ is given by
() (i-1) (i 0
T =20 wi + 6] (4)
1
where y(d—l) 1s the output of the ith neuron in layer [ — 1. For the input layer

v =z, (5)
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where z, is the ¢th component of the input vector. For the other layers
{ { .
=y =1, 2 3 (6)

Several functional forms like threshold logic, hard limiter, sigmoid etc. can be used for f(.).

There are several algorithms for training the network in order o learn the conunection weights
and the thresholds from a given training data set. Backpropagation (BP) is one such learning
algorithm, where the least mean square error of the network output is computed, and this is
propagated in a top down manner (i.e., from the output side) in order to update the weights.
The error is computed as the difference between the actual and the desired output when a known
input pattern is presented to the network. A gradient descent method along the error surface is
used in BP.

4. Analogy between Multilayer Perceptron and VGA-classifier

It is known in the literature [8] that Multilayered Perceptron (MLP) with hard limiting non
linearities approximates the decision boundaries by piecewise linear surfaces. The parameters of
these surfaces are enceded in the connection weights and threshold biases of the network. Sim-
larly, the VGa- classifier also generates decision boundaries by appropriately fitting a number
of hyperplanes in the feature space. The parameters are encoded in the chromosomes. Thus a
clear analogy exists between these two models.

Both the methods start from an initial randomly generated state (the set of initial random
weights in MLP). Both of them iterate over a number of generations while attempting to decrease
the classification error in the process.

The obvious advantage of the GA based method over that of the MLP is that the GA-
classifier performs concurrent search for a number of sets of hyperplanes, each representing a
different classification in the feature space. On the other hand, the MLP deals with only one such
set. Thus it has a greater chance of getting stuck at a local optimum, which the GA-classifier
can overcome. Moreover, VGFA-clessifier does not assume any fixed value of the number of
hyperplanes, while MLP assumes a fixed number of hidden nodes and layers. This results in
the problem of over fitting with an associated loss of generalization capability for MLP. In this
context one must note that since the V(G A-classifier has to be terminated after finitely many
iterations, and the size of the data set 1s also finite, it may not always end up with the optimal
number of hyperplanes. Consequently, the problem of overfitting exists for VG A-classifier also,
although it is comparatively reduced.

5. Deriving the MLP architecture

In this section we describe how the principle of fitting a number of hyperplanes using GA,
for approximating the class boundaries, can be expleited in determining the appropriate
architecture of MLP. Since our aim is to model the equation of hyperplanes, we use the hard
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limiting function in the neurons of the MLP, defined as

+1 >0
f(z)‘{ -1 ifz <0.

5.1. Terminology
Let us assume that the VGA-classifier provides
Hyga hyperplanes, designated by
{Hypr, Hyp2, ..., Hypryga b

r regions, designated by

{RlaRQJ"' )RT}:

and k be classes, designated by

{C13027 e :Gk}'

Note that more than one region may be labelled with a particular class, indicating that r > k.
Let R! be the region representing class €, and let it be a union of r; regions given by

1 __ 11 :
R —Rj;URj;U---R;;N 1< 1 das e rdn ST

Generalizing the above, let R* (i = 1,2,...,k) be the region representing class C;, and let it be
a union of r; regions given by

Rl:RﬂUR}%UURﬂI’ 1SJ§)J§:73:‘1$T
Note that each R? is disjoint, i.e.,

RO\R =¢, i#j ij=12. .k

5.2. Network Construction Algorithm

The network construction algorithm {NCA} is a four step process where the number of neurons,
their connection weights and the threshold values are determined. It guarantees that the total
number of hidden layers (excluding the input and output layers) will be atmost two. (In this
context, Kolmogorov's Mapping Neural Network Fxistence Theorem may be mentioned. The
theorem states that any continuous function can be implemented exactly by a three layer,
including input and output layers, feedforward neural network. The proof can be found in [16].
However, nothing has been stated about the selection of connection weights and the neuronal

functions.)
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The output of the VGA-classifier 1s the parameters of the Hygg hyperplanes. These are
abtained as follows :

1 1 1 1
ai, &gy ey Ay.1s d

2 2 2 2
oy, @b, .., af_1, d
Hyga Hyoa Hyga H
e R A S Ul

Step 1 : Allocate N neurons in the input layer, layer 0, where N is the dimensionality of
the input vector. The neurons in this layer simply transmit the value in the input links to all
the output links.

Step 2 : Allocate Hyga neurons in layer 1. Each neuron is connected to the N neurons
of layer 0. Let the equation of the ith hyperplane (i = 1,2,..., Hyga) be

iy + et vy —d=10

where from Eqn. 1 we may write

chy = COSQy_g

cly_, = cosaly_psinaly

i _ i TR T
Chy_ g = cCOsay_ssinaly _,sinaly_;
& _ T ool i ; ]

i = cosafsina)...sinaly_,;

sined ... sinaly

since o = 0.
Then the corresponding weights on the links to the ¢th neuron in layer I from those in layer
{ are

and

since the bias term is added to the weighted sum of the inputs to the neurans.
Step 3 : Allocate r neurons in layer 2 corresponding to the r regions. If the ith region
R; (1 =1,2,...,r) lies on the positive side of the jth hyperplane Hyp; (j = 1,2,..., Hyga), then
w? = 41

Otherwise
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and

07 = ~(Hvga — 0.5).

Note that the neurons in this layer effectively serve the AND function, such that the output is
high (+1) if and only if all the inputs are high (4+1). Otherwise, the output is low (-1).

Step 4 : Allocate k neurons in layer 3 (output layer), corresponding to the & classes. The
task of these neurons is to combine all the distinct regions that actually correspond to a single

class. Let the ¢th class (i = 1,2,...,k) be a combination of r; regions. That is,
Then the ith neuron of layer 3, (i = 1,2,...,k), is connected to neurons ji, 5% ... jf;z of layer 2
and,

wh=1,  Je{d. i)
whereas

wf, =0, F&{s.i. 5}
and

93 =Ty — 0.5.

i

Note that the neurcons in this layer effectively serve the OR function, such that the output is
high (+1) if at least one of the inputs is high (+1). Otherwise, the output is low (-1). For any
given point, atmost one output neuron, corresponding to its class, will be high. Also, none of the
output neurons will be high if an unknown pattern, lying in a region with unknown classification
(i.e., there were no training points in the region) becomes an input to the network.

5.3. An Example

In order to demonstrate the functioning of the algorithm, let us consider the following problem
in Fig. 3 for N = 2 (two dimensional).

Let ; be the line resulting from the application of VG A-classifier for partitioning the two
classes shown. The corresponding angle (considering angles from the normal to the X, axis in
the anticlockwise direction) and perpendicular distance values are

Ly — ot = 315° and d' = 0.
In other words, the equation of L is given by
z9 cos(315) 4 x1sin(315) = 0

= 0.

i) L1
VZoV2
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Class 1 Ra

Class 2

Figure 3. Problem for demonstrating the network construction algorithm

As can be seen from Fig. 3, there are 2 distinct regions viz, R;, and Ay, of which Ry
represents the region for class 1 and R» represents the region for class 2. Also,

Ry — +vesideof g
Ra - -veside of 4

Applying NCA, we obtain the following :

Step 1 : 2 neurons in the input layer, since N =2.

Step 2 : 1 neuron in layer I, since Hyg4 = 1. The connection weights and the threshold
are as follows :

wi, = cosof xsinol
= -1
IR
wl, = cosaj
L
\/51
1
0.0

Step 3 : 2 neurons in layer 2, since there are two distinct regions, » = 2. The connection
weights and the thresholds are as follows :

wi =1

07 =-05
wh =1
02 = -0.5

Step 4 : 2 neurons in the output layer, layer 3, since there are two classes, k£ = 2. The
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connection weights and the thresholds are as follows :

w3, 1
wiy, =0
62 =05
w%l =0
Wi 1
62 0.5

189

Note that the zero weights effectively mean that the corresponding connections do not exist.

The resulting network is shown in Fig. 4.

layer §

layer 2

layer 1

layer 0

Figure 4. Network for the problem in Fig. 2

5.4. Post Processing Step

The network obtained from the application of NCA may be further optimized in terms of the
links and neurons in the output layer. A neuron in layer 3 that has an input connection from
only one neuron in leyer 2 may be eliminated completely. Mathematically, let for some i,

(< <k,
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wd =1 ifj=g

=0 otherwise,
then neuron ¢ of layer 3 is eliminated and is replaced by neuron 7' of layer 2. Tts output then
becomes the output of the network. Note that this step produces a network where a neuron in
layer ¢ is connected to a neuron in layer ¢ + 2.

In the extreme case, when all the neurons in the output layer (layer 3) get their inputs from
exactly one neuron in layer 2, the output layer can be totally eliminated, and loyer 2 becomes
the output layer. This reduces the number of layers from three to two. This will be the case
when r = k, i.e., a class is associated with exactly one region formed by the Hy ¢4 hyperplanes.

Applying the post processing step to the network obtained in Fig. 4, we find that neurons 1
and 2 of layer 3 have links only from neurons 1 and 2 of layer 2 respectively. Consequently, one
entire layer may be removed and this results in a network as shown in Fig. 5.

layer 2

layer 1

layer 0

Figure 5. Modified network after post processing

6. Implementation

The effectiveness of the network construction algorithm (NCA) is demonstrated here on a number
of real life and artificial data sets.

6.1. Data Sets

ADS 1 and ADS 2 : These are two dimensional, two class, artificial data sets shown in Figs. 6
and 7 respectively. The first one consists of 557 data points while the second consists of 417
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data points. The boundaries for both the data sets are seen to be highly non-linear, although
the classes are separable.

825 11111111111131313111211111111)
111111311211111111111111113111111
111111111121113131121111112111211111
111121111111111111121113121111111111

111111111311 1111111111
11111111111 11113111111
11111131 11111111
1111111 2 22222222 1111111
13111111 22 22222222 111111
111111 2222 22222222 11111
11111 222222 22222222 11111

Y 11111 22222222 22222222 11111
11111 222222 22222222 11111
11111 2222 22222222 11111

111111 22 22222222 11111
1111111 111111
1111111 1111311
11111111 1111111

14111112311131311132313132211111313121111
11111111111111111111133311131111131112
13111111%11131132111111111113111111

300 11111111213113121111111111111311

800 * 7750

Figure 6. ADS 1

Vowel Data : This data consists of 871 Indian Telugu vowel sounds [17]. These were uttered
in a consonant—vowel—congonant context by three male speakers in the age group of 30-35 years.
The data set has three features Fy, Fy and Fj, corresponding to the first, second and third
vowel formant frequencies, and six classes {d,a,7,u,e,0}. Fig. 8 shows the distribution of the
six classes in the Fy — F, plane. (It is known [17] that these two features are more important in
characterizing the classes than #3.) Note that the boundaries of the classes are very ill-defined
and overlapping.

Iris Data : This data represents different categories of irises. The four feature values per
sample represent the sepal length, sepal width, petal length and the petal width in centime-
ters [18]. It has three classes with 50 samples per class.

Cancer Data : This breast cancer database, obtained from the University of Wisconsin
Hospital, Madison [19], is used for the purpose of demonstrating the effectiveness of the classifier
in classifying high dimensional patterns. It has 683 samples belonging to two classes Benign
(class 1) and Malignant {class 2), and nine features corresponding to clump thickness, cell size
uniformaty, cell shape uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland
chromatin, normal nucleoli and mitoses.
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6.2. Results

For the VGA-classifier, a fixed population size of 20 is chosen. Rouleite wheel strategy is used
to implement proportional selection. Single point crossover. is applied with a fixed crossover
probability of 0.8. A variable value of mutation probability ., is selected from the range [0.015,
{1.333]. 200 iterations are performed with each mutation probability value. The values of jip,
and pm, are set to 0.1. The process is executed for a maximum of 3000 iterations. Elitism
is incorporated in the process. The recognition scores provided here are the average values
obtained over five different runs of the algorithm. Hp ., is set to 10, so o = 0.1.

The MLP is executed using both hard limiters and the sigmoid function in the neurons, The

sigmoid function is defined as .
[ = s

The learning rate and momentum factor are fixed at 0.8 and 0.2 respectively. Online weight

updation, i.e., updation after each training data input, is performed for a maximum of 3000
iterations.

The performance of VG A-classifier and consequently that of the MLP derived using NCA
{i.e., where the architecture and the connection weights have been determined using NCA) are
compared with that of a conventional MLP having the same architecture as provided by NCA,
but trained using the back propagation (BP) algorithm with the neurons executing the sigmoid
function. For the purpose of comparison, we have also considered here three more typical
architectures for the conventional MLP having two hidden layers with 5, 10 and 20 nodes in
each layer respectively. Tables 1-5 summarize the results obtained. The MLP architecture is
denoted by Arch. in the tables.

The number of hyperplanes (Hv¢4) and regions (r) obtained by the VGA-classifier starting
from Hppa = 10 are mentioned in columns 2-3. These are used to select the MLP architectures
as shown in columns 10-11 and 12-13.

From Table 1 corresponding to ADS 1, it is found that the MLP trained using BP does not
succeed in learning the boundaries of class 2, for all the architectures {columns 4-11).
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In fact, as seen from Fig. 6, class 2 is totally surrounded by class 1. The VG A-classifier, on
the other hand, is able to place the lines appropriately, thereby yielding a significantly better
score both during training and testing (columns 2-3}. Consequently, the network derived using
NCA (which has the performance same as that of the VG A-classifier) also provides a significantly
better score (columns 12-13).

Similar is the case for Vowel and Iris data (Tables 3 and 4 respectively) where the VGA-
classifier, and consequently the MLP derived using NCA provide a superior performance than
the MLPs trained with BP. For ADS 2 (Table 2) and Cancer data {Table ), the situation is
different where MLPs trained with BP provide superior performance (except one case for ADS
2). The overall recognition score during testing for Vowel is found to increase with the increase
in the number of nodes in the hidden layers (columns 5, 7 and 9} since the classes are highly
overlapping. For fris data, the reverse is true, indicating a case of overfitting the classes.

Note that the Arch. values of the MLPs mentioned in columns 10-11 and 12-13 of the tables
are the ones obtained without the application of the post processing step. These values are put
in order to clearly represent the mapping from VGA-classifier to MLP, in terms of the number
of hyperplanes and regions, although the post processing task could have reduced the size of the
network while keeping the performance same. For example in the case of fris data, the number
of hyperplanes and regions are 2 and 3 (columns 2-3) respectively. Keeping analogy with this,
the Arch. value in column 12-13 are mentioned to be 4:2:3:3. In practice, after post processing,
the said values became 4:2:3. Similarly, for ADS I, Vowel and Cancer data, the values after
post processing were found to be 2:3:4:2, 3:6:2:6 and 9:2:3:2 respectively. In the case of ADS 2,
there was no change before and after post processing.

7. Discussion and Conclusions

A method for automatic determination of MLP architecture and the associated connection
weights is described, based on its analogy with the VGA-classifier in terms of placement ca-
pability of hyperplanes for approximating the class boundaries. The method guarantees that
the architecture will involve atmost two layers (excluding the input and output layers), with
the neurons in the first and second hidden layers being responsible for hyperplane and region
generation, and those in the output providing a combination of regions for the classes.

This investigation may also be considered as an application of the VGA-classifier. It not
only finds a relation of VGA-classifier with the MLP, but also provides a way of determining
an appropriate archtecture and connection weights for MLP. Moreover, the said analogy will
augment the application domain of the VG A-classifier to those areas where MLP has widespread
use.

Since the principle of VGA-classifier is used for developing NCA, it becomes mandatory
to consider hard limiting neurons in the derived MLP. Although this makes the network rigid
and susceptible to noise and corruption in the data, one may use NCA for providing a possible

appropriate structure of conventional MLPs.
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