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Theorem: Suppose u, > p, (i.e., priority policy 4 is optimal if
p, and p, are known). Then
lim R =1.
Jim A6, 8,N)=1
N-oo
In other words, for any given 0 < B < 1, there exist ¢,, §;, and
N, such that for all € < ¢, § < 8;, and N > N,, it is assured that
Ro(e,8,N) =1 - 8.
Proof: From (4)
w8 + o(9)
pyd + o(8)
Cmto(8)/8

Tt o8 m 0(9)

and O(8) > 0 as § — 0. This relation is easily verified by
cross-multiplying. Also.
oV = (pa/m)" + 0(3).

Since p, = O(¢), from (5.2) and (54) for i=1--- N—1,m, =
O(€) and

p=ay/a =

m =1+ (ﬂz/ﬂl)N +0(8) + 0(¢).
Hence from (6)
R,(e,8,N) =m + O(¢)

= [1+ (mo/m)™ + 0(8) + 0()] " + 0(o).
Thus

im R,(¢,8,N) = lim [1+ "1™
eﬁaI—I}O (e ) N_{nw[ (m2/m) ]
—> 00

=1, ifp > p,. QED.

III. REMARKS, SIMULATIONS, AND CONCLUSION

In this work we demonstrated how a simple finite memory
fixed-structure learning scheme may be effectively used to learn
the priority assignment at a single server service station with two
job-streams. The service times of jobs in each stream is exponen-
tially distributed, whose parameters (and hence the optimal prior-
ity assignment policy) are unknown in the beginning. The al-
gorithm parameters, in Section II, may be suitably chosen so that
in steady state the probability of selecting the optimal action is
arbitrarily close to one.

Simulation comparison of the fixed structure scheme and the
variable structure scheme of [2] is presented in Table I. In the
variable structure scheme of [2], the probability of selecting a
policy is updated on the basis of the sample mean estimate
gathered for each stream. This updating depends on a step size a.
By selecting small values of a(a — 0), the steady-state probabil-
ity of choosing the optimal policy may be made close to one as
desired. The sample mean estimate for a stream is updated after
serving each job from that stream. In Table I, each simulation
point is averaged over 500 runs. The fixed-structure scheme is
faster on the average, and it also has a low variance, during
convergence. The reasons for low variance may be found in the
observation that state transitions occur only when events that
provide maximum evidence of one hypothesis against the other
occur. In general, updating events [2] that are not maximum
information events may initially lead the learning algorithm in a
wrong direction. In such a case it takes on the average longer to
converge to the optimum, resulting in slower convergence. For
example, suppose j, > p,, but the arrival rate (A,), for stream 2

is$ much larger than (A;) than for stream 1. Suppose a learning:

~algorithm derives its decision on the basis of sample means (for
each stream), which is updated after completion of every job.
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TABLE
FIXED VERSUS VARIABLE STRUCTURE SCHEMES

Variable Structure

Fixed Scheme [2]

t €e=0056=01,N=20 Step Size a = 0.1
(seconds) Py(t) al(1) Py(t) a3 (1)
0 (start) 0.5 0 0.5 0
50 0.446 0.220 0.472 0.28
100 0.412 0.182 0.435 0.241
150 0.364 0.141 0.392 0.210
200 0.305 0.095 0.354 0.177
250 0.293 0.095 0.323 0.149
300 0.187 0.059 0.291 0121
350 0.133 0.032 0.258 0.095
400 0.102 0.016 0.226 0.068
450 0.079 0.008 0.201 0.042
500 0.058 0.005 0.183 0.027
600 0.054 0.002 0.164 0.018
700 0.054 0.002 0.149 0.009
800 0.053 0.001 0.126 0.006
900 0.053 0.001 0.105 0.005
1500 0.052 0.0004 0.061 0.001

¢t > 0 time in seconds.

A; Poisson, arrival rate (jobs/seconds) for stream i =1, 2.

1/p; average service time in seconds for stream i =1, 2.

A, =025 X, =075 p,=2p = 2.

P,(t) average probability of choosing optimum policy A at time .
a2(t) variance of probability of choosing A at time .

Since A, > A;, the estimate of the mean converges near its true
value pu, faster than that for stream 1. If, however, at this time
the noisy estimate of p, is smaller, then the algorithm would have
drifted near the nonoptimal policy. Hence such a scheme would
take a longer time to converge to the optimum.

The fixed-structure scheme proposed here bears resemblance to
the optimal finite memory scheme of Cover—Hellman [4] for the
two-armed bandit problem. Optimal finite memory schemes for
the multiaction (greater than two) learning problems are not
known in the literature. Extending the results of this paper to the
case of more than two job streams, and relaxing assumption of
the exponential service time to arbitrary distributions, are sub-
jects of further investigation.
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Fig. 2. Order of importance of features.
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As crossover points have no importance here in measuring 7-ness, 201 2 3 4 1 2 2
the selection of fuzzifiers is not crucial. Standard 2 1 2 6 6 1 2 2
The results using (13) (as shown in the lower trianglular part of 1 1 2 6 6 1 2 2
Fig. 2) were obtained for F, =1/16,1/8,1/4,1/2, and 1 with '
the crossover point at (x,),,. These values of F, were also found Approximated 3 1 2 1 5 1 2 1
to yield optimum recognition score in earlier investigations on version 31 2 1 5 1 2 1
vowel and plosive identification [14], [15]. For computing ,; and 11 2 1 11 2 1
7> F; was selected to be 50 for F, = 1/16. 1: RRF 2. KEF
Again, the order of importance as shown in Fig. 2 was ob- 3: FRF 4 EFEF
tained after pooling together the shorter and longer counterparts 5: REF, 6. FEE

(differing mainly in duration) of a vowel. In a part of the
experiment the shorter and longer categories were treated sep-
arately, and the order of importance of formants for the corre-
sponding y,,, H,;, and 7 ; values (intraclass measures) is listed
in Table L This is included for comparison with the diagonal
entries of Fig. 2.

For vowel recognition (except for /E/, as shown from Fig. 2)
the first two formants are found to be much more important than
F; (which is mainly responsible for speaker identification). Fur-
thermore, better result has been obtained for the cases when the
shorter and longer categories are pooled together than the cases
when they are treated separately. The result agrees well with
previous investigation [14]. From the FEI measures of different
pair of classes (off-diagonal cells of Fig. 2), F; is seen to be more
important than F, in discriminating the class combinations
/u,0/, /I,E/, /a,U/, and /8,U/, i.e., between /front and
front/ or /back and back/vowels. For the other combinations,
ike., discriminating between /front and back/ vowels, F, is
found to be the strongest feature. The above findings can readily
be verified from Fig. 1.

Typical FEI values for F}, F,, and F; are shown in Table II to
illustrate the relative difference in importance among the for-
mants in characterizing a class. ‘

Similar investigations have also been made in case of speaker
identification problem- using the same data set (Fig. 1) and
(R BB, F,~ K, F - F, F,/F, F/F) as the feature set.
" FEI values have been computed for each of the three speakers

individually for all the vowel classes. Contrary to the vowel
recognition problem, F; and its combinations were found here to
yield lower FEI values, ie., more important than F, and F,—
resembling well the earlier report [14]. ‘ '

B.  Plosive Recognition

A set of 588 unaspirated plosive consonants are used as the
data set with AF, AF, (the difference of the initial and final
values of the first and second formants), AT (duration), AF, /AT,
AF, /AT (the rates of transition) as the feature set.

The order of importance of the features for plosive recognition
according to FEI values does not seem to be very regular as has
been obtained in case of vowel recognition problem. Here all five
features have more or less importance in determining the plosive
classes, contrary to the case of vowel recognition, where F; has
much less importance than F, and F, in defining the vowel
classes. However, a qualitative assessment has been adopted here
to formulate an idea about the quality of the features based on
the measure of FEL

Table III shows the number of times each feature has occupied
a particular position of importance on. the basis of FEI measure
using y, H, and m-ness values and different target vowels.
Results corresponding to both standard membership functions
and their approximated versions are included for comparison.









