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HIGHLIGHTS

• An algorithm is proposed to track scaled and oriented object.
• An ensemble of MLP is proposed to detect object from its cluttered background.
• Orientation and enhanced scale of detected object are estimated using binary moments.
• One heuristic based on support value is proposed to reduce drift.
• Another heuristic based on confidence score is proposed to detect full occlusion.

GRAPHICAL ABSTRACT

ABSTRACT

Major challenging problems in the field of moving object tracking are to handle changing in scale and orientation, background clutter and large variation in pose with occlusion. This article presents an algorithm to track moving object under such complex environment. Here, a discriminative model based on an ensemble of multilayer perceptrons (MLPs) is proposed to detect object from its cluttered background. Orientation and enhanced scale of the detected object is estimated using binary moments. Here, the problem of object tracking is posed as a constrained optimization with respect to location, scale and orientation of the object. Two different heuristics based on support value and confidence score are proposed to reduce drift and to detect full occlusion. Three benchmark datasets are considered for the experimental purpose and the proposed algorithm attains state-of-the-art performance under various conditions.
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1. Introduction

In computer vision, moving object tracking has various applications including surveillance, traffic monitoring, vehicle navigation, etc [1–5]. Given a state (e.g., position, scale and orientation) of a target in an initial frame, the estimation of state of the target in the subsequent frames, is the goal of a tracking algorithm [2]. Various conditions like variation in object’s scale and orientation, noisy frames, complex object motion, occlusion, background clutter, deformable object’s shape, etc. make tracking as a challenging task [1–3,6,7]. In the literature, numerous tracking algorithms have been invented to solve such problems [8–19].

Now a day, tracking is considered as a tracking-by-detection problem. Various statistical model is taken into consideration for
detecting an object [12]. Among various generative and discriminative appearance models [8–19], discriminative appearance models consider tracking as a two class classification problem. Goal of these models is to maximize the discrimination between the object and its surroundings. Therefore, it basically focuses on discovering the most informative features for visual tracking [3]. Tracking algorithms [12–18] using discriminative appearance models are popular in the literature. In all these approaches, a linear discriminative appearance model is considered as base classifier to detect object from its background. Background clutter in most of the real life video scenes, interposes non-linear decision boundary between the object and the background in the feature space. It is already well established that an ensemble of large number of linear (weak) classifiers can learn non-linear decision boundaries [20].

On the other hand, a multilayer perceptron (MLP) can learn non-linearity present in the decision boundary [21]. To take such advantage, we consider the MLP as a base classifier to distinguish the object from its surroundings. However, performance of an MLP depends on some parameters like its network architecture, learning rate, weighted connection between the neurons, etc [21, 22]. Results thus obtained using an MLP may sometimes alter by changing its architecture [21]. Determination of the network architecture that provides optimal results is a crucial problem [22]. Sometimes, it is easy to combine decisions of individual MLPs to provide near optimal solution and to maximize the generalization capability [20]. In literature, many authors have proposed various techniques for fusing results of different classifiers [20]. Among them, AdaBoost [23] is popularly used for different applications. However, neural network based approaches seem to be able to provide better results [24]. In this regard, the decision combination neural network (DCNN) proposed by Lee and Srihari [25] is a multilayer perceptron which can combine decisions of different classifiers. In this article, to take advantages of both MLP and ensemble technique, we consider ensemble of multilayer perceptrons as a discriminative appearance model to detect object from its complex background.

In case of tracking-by-detection techniques [3], prior knowledge about the object location is available for the initial frame (or a few initial frames). Appearance models need to be updated to cope with the changes in object appearance. Therefore, tracking has been done by finding a position in the current frame, having maximum classification score using sliding window approach in a neighborhood of the object location in the previous frame [3]. If the object changes both its scale and orientation during movement, the tracker needs to be adapted accordingly for tracking the object properly and to reduce the drift problem (due to variation in object’s scale and orientation) in the subsequent frames. In ASLA [8], SCM [11] and TGPR [18], variation in scale and orientation of the target is handled by considering affine motion model in Bayesian framework. These techniques are unable to handle large variation both in scale and orientation of the target due to affine motion model. However, in [17], scale of the target is estimated by considering scale pyramid. It searches the best scale of the target among different target candidates (with different scales). But it is unable to estimate the exact scale of the target when object changes both its scale and orientation. Therefore, it is a key issue to properly track the object when it changes its scale and orientation together.

To the best of the authors’ knowledge, in the literature, there are limited number of tracking-by-detection methods which explicitly consider adaptation of both scale and orientation together during tracking. In this article, an algorithm is proposed to explicitly adapt changes both in scale and orientation of the object during tracking. A preliminary experiment of this work was reported in [26]. A robust analysis of the results with application in different complex video sequences and comparison with more recent state-of-the-art techniques is reported in the present article. Thus, this article presents two contributions:

(i) Use of MLPs with DCNN to cope with non-linear changes in visual appearance of the moving object.

(ii) A joint estimation of object’s scale and orientation during tracking.

In this article, we propose an algorithm to track an object with variation both in its scale and orientation. An ensemble of MLPs based discriminative appearance model is proposed to detect object from its cluttered background. Here, DCNN [25] is considered to combine the decisions of various MLPs (with different architecture) and to provide object background classification map (binary image) for the given video frames. Moment functions of the binary image (classification map) estimate the scale and orientation of the object. One heuristic approach is proposed to enhance the scale estimation using binary moments. Now the problem of object tracking is formulated as a constrained optimization one with respect to location, scale and orientation of the target.

The appearance model needs to be updated to account for the variation in object appearance. Appearance model updating for every upcoming frame is not required as the frames are temporarily coherent [3]. In this work, we propose a heuristic approach based on support value (provided by DCNN) to update the appearance model. Such an update mechanism can reduce the drift as well as reduce the computational cost (due to the retraining of the networks) for tracking. Another heuristic based on relative confidence score, is proposed to detect full occlusion during tracking. Effectiveness of the proposed algorithm is tested on various challenging video sequences containing large variation both in scale and orientation, illumination variation, pose change, fast motion, occlusion, shape deformation, transparency, specularity, low contrast, etc. Tracking results obtained using the proposed method are compared with those of twelve state-of-the-art techniques. To evaluate the performance of the proposed algorithm, two existing evaluation measures: average center location error and average tracking accuracy are considered in this work. Both quantitative and qualitative analysis of results highlight that the proposed method achieves state-of-the-art performance under various complex environments.

Organization of the rest of the article is as follows. Related work is briefly discussed in Section 2. Section 3 presents the proposed algorithm for tracking scaled and oriented object. Results obtained by various methods are analyzed in Section 4. Section 5 includes discussion and future work. Finally conclusive remarks are put in Section 6.

2. Related work

Object tracking is an important topic in computer vision and has been an active research area for several decades. There is an extensive literature on visual object tracking. Here, tracking using generative and discriminative appearance models are reviewed. Moreover, tracking methods based on deep learning, segmentation and particle filter are also available in this section. For more information about the literature on visual tracking, the reader may refer to [1,3,27].

2.1. Tracking based on generative models

Here, an object in the target frame is described by constructing generative appearance model and then search the required target location in the target candidate frame having most similar appearance to the constructed generative model. Among several existing methods in the literature [3], ASLA [8], MTT [9], LSHT [10] and
SCM [11] are more popular due to their better performances under various complex conditions.

ASLA [8], MTT [9] and SCM [11] are based on generative appearance model. Sparse representation is considered to represent the target in all these approaches. Such representations are robust under partial occlusion, pose change of the object. All these methods provide good results under such complex environments. Here, it is also noted that the local sparse representation (considered in ASLA [8] and SCM [11]) is more effective than the global sparse representation (used in MTT [9]). In all these above mentioned techniques, particle filter with affine motion model is considered to locate the object in the subsequent frames. ASLA [8] and SCM [11] can handle scale change of the target due to affine motion model. However, they are unable to estimate the exact scale of the object due to affine motion model. Along with, for very fast moving object, all these methods produce unsatisfactory results due to consideration of poor dynamic models. On the other hand, He et al. [10] proposed a generative model using locality sensitive histogram (LSHT) to take into account for the contributions of every pixel in a frame instead of pixels only inside the local neighborhoods. Sometimes, it may provide good results for sequences having illumination variation, partial occlusion and pose change.

2.2. Tracking based on discriminative models

Visual object tracking is considered as a binary classification problem in these approaches. It finds the target location that can maximize the separability between the object and background [3, 27]. Ensemble tracking [12], MIL [13], Struck [14], TLD [15], KCF [16], DSST [17], TGPR [18] have been developed to track object under various complex environments. All these approaches construct a discriminative appearance model as a base classifier to distinguish the object from its surroundings.

The ensemble tracker [12] poses object tracking as a pixel level two class classification problem. It can handle changes in the object appearance by adding new weak classifiers to the ensemble system. In this direction, various techniques [13,15] have been developed to track objects.

Discriminative appearance models need to be updated to cope with the changes in the object appearance. To update the model, newly generated training set (after tracking the target in the target candidate frame) is not always useful (with respect to the object and the background classes). Therefore, model update with wrongly generated training set reduces the tracking accuracy and hence the tracker may sometimes enter into drift. To avoid ad-hoc update strategies, Hare et al. [14] proposed a structure output tracking algorithm with kernels (named as Struck) to reduce drift problem. In this direction, Zhang et al. [28] proposed a multi-expert tracking framework (MEEN) where the base tracker can move backward to correct undesirable effects of bad model update using an entropy regularized restoration scheme. It can able to recover tracker from the drift.

Furthermore, based on fast Fourier transform, Henriques et al. [16] proposed a kernelized correlation filter (KCF) to distinguish the object from its surroundings. It is the fastest among all other existing tracking algorithms with respect to performance. In [17], Danelljan et al. proposed a novel approach for robust scale estimation in a tracking-by-detection framework. The classifier learns discriminative correlation filters based on a scale pyramid representation. It learns separate filters for translation and scale estimation. It provides acceptable results for scaled objects. However, it fails to estimate the exact scale of the target when object changes its scale and orientation jointly.

Robust visual target representation increases the tracking accuracy in several complex scenario. In this regard, Gao et al. [18] proposed a new transfer learning based tracking algorithm with Gaussian process regression (GPR). Since GPR is exploited to make a new objective of the observation model, drift problem is reduced. Experimentally it is shown that it generates better results than many state-of-the-art techniques.

To take advantages of both discriminative and generative appearance models, Cheng et al. proposed a multi-task learning framework for tracking object in [7]. The advantage of this tracking algorithm is that the generative tracker takes the local information of object into account for handling partial occlusions; while the discriminative tracker considers the overall information of object to represent the object appearance.

Features play an important role in visual tracking. Therefore, it is necessary to select more informative features from a set of features for robust tracking. In this direction, Song [29] proposed a visual tracking (RVT-IFS) algorithm which selects most informative features from a set of compressive features online. It takes into account both appearance and spatial layout information. This method can track objects in several complex environments.

2.3. Tracking based on deep learning

Performance of a tracking system depends on visual representation of the object. In this regard, handcrafted features have been considered in the literature. In the recent years, advancement of deep learning architectures is widely considered on visual recognition problems [30–35]. Deep learning has the ability to extract useful features from the image frames. To get such an advantage, Wang and Yeung [30] proposed a deep learning tracker (named as DLT) using a stacked denoising auto-encoder. One of the major advantages of this work is that it does not require any labeled patterns, however it needs large number of images to train the network in an unsupervised manner. Chen et al. proposed a tracking algorithm named as CNNTracker using deep learning concept [31]. In this approach, the authors used deep learning to learn the most discriminative features dynamically and transferred these learned features to task of object tracking. In this approach, the drift problem is handled by updating the model using both the information of ground truth of initial frame and object observation online. On the other hand, Ma et al. [32] proposed a visual tracking algorithm, named as HCF-VT. Here, deep convolutional neural network (CNN) is considered to extract robust feature. Since, this model is trained by object recognition dataset, it improves the tracking performance under various complex conditions. This method is more robust than DLT.

In this direction, Wang et al. [33] proposed a tracking algorithm, named as VT-FCNN using fully convolutional networks. The model is pre-trained on image classification dataset. Features extracted from different convolution layers are considered to represent target and to discriminate the target from its surroundings. Location of the target in the target candidate frame is estimated using Gaussian distribution. Though this method is robust to the target appearance, it is unable to provide good results for sequences having scaled and oriented object, object with fast motion and shape deformable object. In [34], Wang et al. proposed a tracking algorithm using structured output convolutional neural network (named as SO-DLT) which transfers generic object features for online tracking. ImageNet detection dataset [36] is considered to pre-train the model and then the model is fine tuned during the online tracking process. Furthermore, Kang et al. [35] proposed a tracking algorithm using combination of deep learning and swarm intelligence. Here, deep learning is considered to extract robust feature for detection and hybrid gravitational search algorithm for optimizing function in particle swarm optimization. This approach is able to track occluded object properly.

All these tracking algorithms based on deep learning architectures need a large amount of image classification dataset to train
the networks in an off-line manner. After that, the pre-trained network is fine-tuned in an online manner by the images of the problem in hand. However, in visual tracking, only one (or sometimes only a few) training frame is given. So training of a CNN using one training frame is next to impossible.

2.4. Segmentation based object tracking

The aim to segmentation is to divide a given image into several homogeneous regions. Homogeneity can be defined with respect to some features like intensity, color, texture, etc [37,38]. In these approaches, the object is divided into a number of patches and then tracking is done by establishing correspondence between patches of the target and the target candidate frames [1]. Several tracking algorithms based on image segmentation are proposed in the literature [39–41]. Since, the object is divided into a number of patches, it can handle some complex problems like partial occlusion, illumination variation, pose change, etc. In this regard, recently the researchers are concentrating more on superpixels. Ren and Malik first introduced the concept of superpixels in [42]. Recently, it is successfully applied in tracking [43–45]. Either high level or low level cues are considered in most of the tracking algorithms [43]. In contrast, Yang et al. [43] developed a tracking algorithm using superpixels (SPT) as mid-level information. Maximum a posterior probability as the object background confidence map indicates target location in the current frame. It can handle drift problem due to occlusion. However, this method is computationally more expensive. Moreover, Cai et al. [44] represented the target as a graph and formulated the tracking task as graph matching problem between a target graph and the target candidate graph. In this approach, each node of the graph is as super-pixel of the target. This approach can handle deformation and occlusion of the object during tracking.

Furthermore, in Locally Orderless Tracking (LOT) [45], the target is segmented into a number of superpixels. Each superpixel is represented by average (hue, saturation and value) HSV. The target state is sampled using a particle filter with a Gaussian weight around the previous position of the object. Due to the updating of appearance model, this technique can handle occlusion.

2.5. Object tracking using particle filter

Particle filter (PF) also known as condensation or sequential Monte Carlo model was introduced for visual tracking [46]. Over the last decades, it has become a very popular tracking framework due to its excellent performance in the presence of nonlinear target motion and flexibility to different object representations [47]. In general more particles are needed for better representation of the object. More likely, particle filter based tracking algorithms perform reliably in occluded, cluttered and noisy environments. However, the computational cost of particle filter based tracking algorithm is linearly dependent on the number of particles. This fact motivated researchers to develop some techniques to speed up the object tracking process in particle filter framework. In [48], objects are characterized using histograms of color and edge orientation. The observation likelihood is computed in a coarse-to-fine manner, which allows the computation to quickly focus on more promising regions. However, Khan et al. [49] proposed tracking framework using particle filter based on subspace representation. This method efficiently represents subspace in particle filter by applying Rao–Blackwellization to integrate the subspace coefficients in the state vector. Furthermore, Zhou et al. [50] proposed an object tracking algorithm in particle filter framework in which samples are adjusted according to an adaptive noise component. On the other hand, Brasnett et al. [51] proposed an object tracking technique using particle filter framework based on multiple cues (color, edge and texture) with adaptive parameters. They experimentally presented that tracking with multiple weighted cues provides more reliable performance than single cue tracking. In [5], Sardari and Moghaddam proposed an algorithm in particle filter framework for tracking occluded object. This approach is robust against changes in the object appearance model by employing Modified Galaxy based Search Algorithm (MGbSA) to reinforce for finding the optimum state in the particle filter state space. However, some generative [46,52–54], discriminative and segmentation [55–57] based trackers also considered particle filter to estimate object location in the current frame.

3. Proposed algorithm for tracking scaled and oriented object

This section presents the proposed scaled and oriented object tracking algorithm in detail.

3.1. Object detection using discriminative appearance model based on ensemble of multilayer perceptrons

Prior knowledge regarding the label of each pixel can be learned from a training (i.e., target) frame, to construct an appearance model for both the target and the background. Let us consider Mushiak2 video sequence. In this work, object (head) in the target frame is approximated by an ellipse. Fig. 1(a) shows the approximation of the object (with red colored ellipse) in the (t − 1)th frame. Training set is generated with the positive samples (patterns) correspond to the pixels of the object region (inside the ellipse) and the negative samples corresponding to pixels of the background region (outside the ellipse but inside the dotted red colored rectangle which is double in size with respect to the semi-major and semi-minor axes of the ellipse). Here, we assume that the possible movement of the object is within that rectangle (called region of search) in the tth frame where the objects to be tracked [12]. The features namely 8-bin histogram of orientation gradients (HOG) [58] along with R, G and B corresponding to each pixel are extracted. Each labeled sample is represented with extracted 11-dimensional feature vector.

Test set consisting of unlabeled samples is generated from the tth frame. Pixels of the tth frame within the corresponding dotted red colored rectangle of the (t − 1)th frame are considered as unlabeled samples. Fig. 1(b) shows the corresponding dotted rectangle in the tth frame. Extracted 11-dimensional feature (8-bin HOG along with R, G and B) vector represents each unlabeled sample.

In this work, a discriminative appearance model based on ensemble of MLPs is proposed to detect an object from its surrounding. Here, MLP with different architectures are trained using back-propagation algorithm to classify the unlabeled samples of the tth frame. After a number of epochs, when MLPs are stable (i.e., mean square error is optimal), the MLPs are able to classify the unlabeled samples. Each MLP makes decision for each unlabeled sample. Therefore, DCNN is trained with decisions (outputs) of MLPs for training samples using back-propagation algorithm to combine the decisions of MLPs. The stable DCNN is considered to combine the decisions of the MLPs for unlabeled samples. Let C be the number of classes. For our problem, C = 2, i.e., obj (object) and bg (background). Let the decision of the ith neuron at the output layer of DCNN be zj for jth pattern Sj, where Sj = {Sj1, Sj2, . . . , SjT} is the set of outputs (decisions) of T numbers of MLPs and Sj = {s^obj, s^bg} is the output of lth MLP. Here, zj ∈ ℝ,
Vi, j. We define $z_i^j = \frac{\exp(x_j)}{\sum \exp(x_j)}$ where $i \in \{\text{obj, bg}\}$. Therefore, $z_i^j \in (0, 1)$, Vi, j is called the support value [20] of the jth pattern to the ith class. Now, if $z_i^j > z_i^k$, then jth pattern is classified as object, otherwise background. Therefore, DCNN provides the object background classification map (also called binary image) for the ith frame. Fig. 1(c) shows the object background classification map of the ith frame of Mushiakle video sequence.

3.1.1. Generation of confidence score

After detecting the object in the ith frame using the proposed ensemble of MLPs based discriminative appearance model, two confidence scores $C_{\text{obj}}$ and $C_{\text{bg}}$ for the object and the background regions, respectively, are calculated as $C_{\text{obj}} = \frac{U_{\text{obj}}}{U_{\text{obj}} + U_{\text{bg}}}$ and $C_{\text{bg}} = \frac{U_{\text{bg}}}{U_{\text{obj}} + U_{\text{bg}}}$, where $U_{\text{obj}}$ and $U_{\text{bg}}$ are the cardinality of pixels (test patterns) classified as the object and the background, respectively, in the ith frame. Here, $0 \leq C_{\text{obj}}, C_{\text{bg}} \leq 1$. These scores are considered to deal with occlusion problem (Section 3.4).

3.2. Joint estimation of orientation and enhanced scale

Let $X$ be a random variable, which can take values from the set $\{(x,y)|0 \leq x \leq P - 1; 0 \leq y \leq Q - 1\}$ and $P \times Q$ is dimension of the image frame. Probability mass function of variable $X$ is defined as

$$f(X) = f(x,y) = \begin{cases} 0 & \text{if } (x,y) \in \text{bg,} \\ 1 & \text{if } (x,y) \in \text{obj.} \end{cases}$$

Therefore, $(m,n)$th order binary random variable is defined as $M^{m,n} = \sum x^my^ny(x,y)$. Let $I = f(x,y), f(x,y) = 0$ or 1; $0 \leq x < P - 1; 0 \leq y < Q - 1$ be a binary image (classification map corresponding to the ith frame using DCNN model) of size $P \times Q$. Considering pixel value as a point mass, $I$ is considered to be composed of a set of point masses located at $(x,y)$. Using moments [59] of the binary image frame, centroid of $I$ is defined as

$$\bar{x}_i = \frac{M^{10}}{M^{00}}; \bar{y}_i = \frac{M^{01}}{M^{00}}.$$  (1)

If $\mu^{X_0}$, $\mu^{X_2}$, and $\mu^{X_4}$ are the second order moments of the (binary) image and $\lambda_i, \lambda_i' \pm \frac{1}{2}$ refer to its principal moment of inertia, then

$$\lambda_i = \frac{(\mu^{X_2} + \mu^{X_4})}{2} - \frac{[\mu^{X_2} - \mu^{X_4}]^2}{4}$$

(2)

The orientation angle $\theta_i^*$ of one of the principal axes of inertia with the x-axis is given by the equation as $\mu^{X_2} \tan \theta_i^* + (\mu^{X_2} - \mu^{X_4}) \tan \theta_i^* = 0$. Hence,

$$\theta_i^* = \frac{1}{2} \arctan \left( \frac{2\mu^{X_4}}{\mu^{X_2} - \mu^{X_4}} \right).$$  (3)

Eqs. (2) and (3) can be used to define an image ellipse (Fig. 2(a)) which has the same moments of inertia and principal axes direction as the original image frame. The lengths $a_i^*$ and $b_i^*$ of the semi-major and the semi-minor axes, respectively, of the image ellipse are given by

$$a_i^* = 2 \left( \frac{\lambda_i}{\mu^{X_4}} \right)^{\frac{1}{2}} \quad \text{and} \quad b_i^* = 2 \left( \frac{\lambda_i}{\mu^{X_2}} \right)^{\frac{1}{2}}.$$ (4)

3.2.1. Enhancement of scale estimation

Let $A_iB_i$ and $C_iD_i$ be the major and the minor axes of the estimated (using binary moment functions as discussed above) ellipse that can approximate the object shape in the ith frame. We have $A_iB_i = 2a_i^*$ and $C_iD_i = 2b_i^*$. Let $P_1, Q_1, T_1, S_1$ and $T_1$ are four intersection points of object boundary and possible rectangle outside the object region (i.e., classification map $I_i$) in the ith frame (Fig. 2(b)). Now straight lines $A_1B_1$ and $C_1D_1$ are extended to $A_2B_2$ and $C_2D_2$, respectively. From the points $Q_1$ and $S_1$, two perpendiculars $Q_1Q_2$ and $S_1S_2$ are drawn respectively on the extended line $C_2D_2$. Similarly, two perpendiculars $P_1P_2$ and $T_1T_2$ are also drawn, respectively from the points $P_1$ and $T_1$ on the extended line $A_2B_2$. Let $Q_2(a', Q_2S_2) = a'_i, P_2T_2 = b'_i$, and $T_1T_2 = b_{\text{max}}$. We define

$$a_i^* = \max(a^*_1, a^*_2, a^*_3); \quad a_{\text{min}}^* = \min(a^*_1, a^*_2, a^*_3)$$ (5)

and

$$b_{\text{max}}^* = \max(b_i^*, b_i', b_i''). \quad b_{\text{min}}^* = \min(b_i^*, b_i', b_i'').$$ (6)

Basically, estimation of $a_i^*$ and $b_i^*$ depends on classification map of the ith frame using DCNN. It may not always be possible that the estimated $a_i^*$ and $b_i^*$ are optimal ones. On the other hand, estimation of $a_{\text{min}}^*$, $a_{\text{max}}^*$ and $b_{\text{min}}^*$, $b_{\text{max}}^*$ may help to estimate the optimal length of semi-major and semi-minor axes of the ellipse for properly tracking scaled object in the ith frame. Therefore, estimation of $a_i^*$, $a_{\text{max}}$ (Eq. (5)) and $b_{\text{min}}^*$, $b_{\text{max}}^*$ (Eq. (6)) may enhance the estimation of $a_i^*$ and $b_i^*$ (Eq. (4)).

3.3. Constrained object tracking

Here, the problem of object tracking is formulated as a constrained optimization one with respect to the following parameters: center location of the target $(x_i, y_i)$, scale of the target $(a_i, b_i)$ and orientation of the target $(\theta_i)$. Therefore, the target state $X_i$ in the ith frame is obtained as

$$X_i = \{x_i, y_i, \bar{a}_i, \bar{b}_i, \bar{\theta}_i\} = \arg\max_{X_i} p(X_i|X_{i-1}, q(X_{i-1})).$$ (7)

where $\rho$ is the Bhattacharyya coefficient [60] between distribution $p(X_i|X_{i-1})$ of the target model in the $(t - 1)$th frame and distribution $q(X_i')$ of the ith target candidate model in the ith frame. $X_i$ is the target state at the ith frame, defined as $X_i = (X_i^1, X_i^2, X_i^3) = (x_i, y_i, a_i, b_i, \theta_i)$, where $X_i^1 = (x_i, y_i)$ represents the center location of the target, $X_i^2 = (a_i, b_i)$ denotes the scale of the target and $X_i^3 = (\theta_i)$ represents the orientation of the target along the positive direction of the x-axis, and $X_i^1, X_i^2, \ldots, X_i^3$ are N different (possible candidate targets) templates obtained by varying parameters as

$$z_i \in \{u_i - k_i \ast \sigma (z_{i-1}), (u_i + k_i \ast \sigma (z_{i-1}))\}.$$ (8)

with $z_i \in \{x_i, y_i, a_i, b_i, \theta_i\}, u_i \in \{x_i, y_i, a_{\text{min}}^*, b_{\text{min}}^*, \theta_i\}, v_i \in \{x_i, y_i, a_{\text{max}}^*, b_{\text{max}}^*, \theta_i\}$ and $k_i \in \mathbb{R}$ for $i = 1, 2, 3, 4, 5$. $(x_i, y_i)$ is computed as the centroid of the detected object using Eq. (1), $a_{\text{max}}^*$ and $a_{\text{min}}^*$ are respectively the maximum and minimum length of semi-major axis (Eq. (5)). Similarly $b_{\text{max}}^*$ and $b_{\text{min}}^*$ are the maximum and minimum lengths of semi-minor axis, respectively (Eq. (6)), and $\theta_i^*$ is the orientation angle of the detected object (Eq. (3)). $(\sigma^2(x_i^1), \sigma^2(y_i^1)), (\sigma^2(a_i), \sigma^2(b_i)), \sigma^2(\theta_i)$ are the variance of position, scale and orientation of the detected object up to $(t - 1)$th frame. The Bhattacharyya coefficient in this case can be defined as

$$\rho (p(X_i|X_{i-1}), q(X_i')) = \sum_{a_i} \sqrt{p(a_i|X_{i-1})q(a_i|X_i')}.$$ (9)

Here, the normalized h-bin color histogram is considered as distribution of the target.
An ellipse with center \((\hat{x}_t, \hat{y}_t)\), semi-major axis \(\hat{a}_t\), semi-minor axis \(\hat{b}_t\) and orientation angle \(\hat{\theta}_t\) can approximate the target in the \(t\)th frame. Hence, the required object is tracked with that ellipse in the \(t\)th frame and Fig. 3 displays the tracking result for head of Mushiak video sequence. After tracking the object in the \(t\)th frame, the mean \((\mu)\) position, scale and orientation of the target with new information (position, scale and orientation) of the \(t\)th frame is updated as

\[
\mu(z_t) = (1 - \gamma_t) * \mu(z_{t-1}) + \gamma_t * \hat{z}_t, \tag{10}
\]

where \(z_t \in \{x_t, y_t, a_t, b_t, \theta_t\}\), \(\hat{z}_t \in \{\hat{x}_t, \hat{y}_t, \hat{a}_t, \hat{b}_t, \hat{\theta}_t\}\) and \(\gamma_t \in [0, 1]\); for \(i = 1, 2, 3, 4, 5\). Here, \((\mu(x_{t-1}), \mu(y_{t-1}), \mu(a_{t-1}), \mu(b_{t-1}), \mu(\theta_{t-1}))\) and \((\hat{a}_t, \hat{b}_t, \hat{\theta}_t)\) are mean position, scale and orientation of the target up to \((t - 1)\)th frame.

Similarly, variance \((\sigma^2)\) is also updated as

\[
\sigma^2(z_t) = (1 - \gamma_t) * \sigma^2(z_{t-1}) + \gamma_t * (\mu(z_t) - \hat{z}_t)^2, \tag{11}
\]

where \(z_t \in \{x_t, y_t, a_t, b_t, \theta_t\}\), \(\hat{z}_t \in \{\hat{x}_t, \hat{y}_t, \hat{a}_t, \hat{b}_t, \hat{\theta}_t\}\) and \(\gamma_t \in [0, 1]\); for \(i = 1, 2, 3, 4, 5\).

During full occlusion, position (Eq. (1)), scale (Eqs. (4), (5) and (6)) and orientation (Eq. (3)) of the target are not explicitly estimated (Section 3.2). The updated means and variances of position, scale and orientation of the target are considered to track the object during full occlusion. Next section describes the object tracking in full occlusion scenario.

### 3.4. Online update to handle drift and occlusion

The proposed discriminative appearance model needs to be updated to adapt changes in the object appearance due to various factors. As in a video, the frames are temporarily coherent to each other [1]; so no need to update the appearance model for every upcoming frame. In this work, we provide a simple but effective approach to update the appearance model. Let \(A = \{S_j : z^{obj}_j > \alpha\}\), \(B = \{S_j : z^{bg}_j > \alpha\}\) and \(D = A \cup B\), where \(z^{obj}_j\) and \(z^{bg}_j\) are the support values (Section 3.1) of the \(j\)th and \(l\)th test patterns to be classified and \(\alpha (\in [0, 1])\) is a user defined constant. If \(|D| < \beta\), where \(|.\) represents the cardinality of a set and \(\beta \in \mathbb{N}\) is a user defined constant, then update the discriminative appearance model. Here, the appearance model is updated using retraining (same as the training process described in Section 3.1) with newly generated training set from the \(t\)th frame and we maintain a list which contains only the current frame.

In this work, we present a simple but efficient method to detect full occlusion during object tracking. For a state \(X_t\) of the target at time \(t\), the confidence scores \(C^{obj}_t\) and \(C^{bg}_t\) (defined in Section
3.1) for the object and background regions are bounded within the range $[0, 1]$. The higher value of $C_{\text{obj}}^i$ indicates that all pixels in the rth frame belong to the object. The lower bound of $C_{\text{obj}}^i$ indicates that all pixels in the rth frame belong to the background. A threshold value $\Omega (\in [0, 1])$ is set to detect full or heavy occlusion:

$$RCS = \frac{\mu(C_{\text{obj}}^i)}{\mu(C_{\text{obj}}^i) + \epsilon} < \Omega,$$

where $\epsilon$ is a small non zero real value (used to avoid the division by 0 issue) and $\mu(C_{\text{obj}}^i)$ is the average object confidence score up to $(t - 1)$th frame. It is calculated as $\mu(C_{\text{obj}}^i) = \frac{1}{t} \sum_{i=1}^{t-1} C_{\text{obj}}^i$.

Relative confidence score (RCS) of the object (detected by DCNN) less than $\Omega$ means the detected object still belongs to the background with high probability and a heavy occlusion is deemed to occur. In such a situation, scale and orientation of the detected object is not estimated as described in Section 3.2, but the target (with respect to position, scale and orientation) in the rth frame is found using Eq. (7), where $X_1^t, X_2^t, ..., X_N^t$ are $N$ different (possible candidate targets) templates with different parameters:

$$z_t \in [\mu(z_{t-1}) - k_i \sigma(z_{t-1})], (\mu(z_{t-1}) + k_i \sigma(z_{t-1}))],$$

where $z_t \in \{x_t, y_t, a_t, b_t, \theta_t\}$ and $k_i \in \mathbb{R}$; for $i = 1, 2, 3, 4, 5$. After tracking the occluded object in the rth frame, update the mean ($\mu$) and variance ($\sigma^2$) of position, scale and orientation of the target (using Eqs. (10) and (11)), respectively. In case of full occlusion, the considered discriminative appearance model is not updated, only the list is updated by the new one. Fig. 4 displays the flowchart of the proposed tracking algorithm.

### 4. Experimental results and analysis

#### 4.1. Datasets

The performance of the proposed algorithm is evaluated on various challenging video sequences downloaded from Visual Tracker Benchmark.3 ALOV++.4 VOT2015 Challenge.5 These sequences include most challenging factors in visual tracking like object with large variation both in its scale and orientation, occlusion, background clutter, illumination change, object deformation, etc.


#### 4.2. Baselines

DLT$^9$ [30], DSST$^7$ [17], TLD$^8$ [15], ASLA$^9$ [8], TGPR$^{10}$ [18], SCM$^{11}$ [11], KCF$^{12}$ [16], MEEN$^{13}$ [28], LOT$^{14}$ [45], LSHT$^{15}$ [10], MITT$^{16}$ [9], SPT$^{17}$ [43] are considered as baseline algorithms. Sources provided by the authors are considered to generate comparative results. Same initialization and parameter as mentioned in the corresponding article are considered to produce baseline results. The proposed method also considered same parameters for all sequences in our experiments.

#### 4.3. Implementation details

We utilized 8-bin HOG along with red, green and blue components of RGB color space as features to represent each pixel of the frame. The given image frame is divided into small overlapping spatial regions of size $5 \times 5$ pixels, called cells. For each cell, 8-bin HOG, for $[0°, 180°]$ interval, is computed by accumulating weighted votes based on gradient magnitude into bins for each orientation. The center pixel of the cell is represented by 8-bin HOG. It is able to capture shape and translation of the object. It is also invariant to translation, rotation and global illumination variation [58].

To collect a training set in the initialization step, the target region in the 1st frame is located by manually cropping. Here, the parameters $k_i$, for $i = 1, 2, 3, 4, 5$ are set to 1. The parameters $\gamma_i$ in Eqs. (10) and (11), for $i = 1, 2, 3, 4, 5$ are set to 0.5. The threshold $\Omega$, to detect full occlusion, is considered as 0.3. The parameters $\alpha$ is set to 0.75 and $\beta$ is taken as integer part of 70 percent of training set. For the proposed approach, 10 percent of training set was considered to train the network and it was sufficient to train the $T$ (set to 5) number of considered MLPs. Table 1 provides the architectures of the considered MLPs (with 11 nodes at the input layer and 2 nodes at the output layer) and DCNN (with 10 nodes at the input layer and 2 nodes at the output layer). Weights of each network are initialized randomly within $[-1.0, 1.0]$. Learning rate is set to 0.001 for all networks. All these parameters are selected based on experiments. During experiments, we selected parameters from a set of parameters which provided best object tracking accuracy for 10 sequences (more complex). We considered these values of parameters to produce results for all considered video sequences.

All simulations have been done on a machine with Intel(R) Core(TM) i3 CPU 3.20 GHz, 4.0 GB RAM and Fedora operating system.

Here, the proposed method provides elliptical tracker whereas all existing trackers are rectangular. Therefore, a rectangular tracker is constructed with the information of the proposed elliptical tracker to make a fair comparison between them.

#### 4.4. Evaluation measures

We considered quantitative measures such as average center location error and average tracking accuracy (ATA) [61] to evaluate the performance of the proposed tracking algorithm.
Fig. 4. Flowchart of the proposed algorithm.

Table 2
Average Tracking Accuracy (area overlap) of all the considered sequences. Red: indicates best value, pink: indicates second best, green: indicates third best.

<table>
<thead>
<tr>
<th>Sequences</th>
<th>DLT</th>
<th>DSST</th>
<th>TLD</th>
<th>ASLA</th>
<th>TGPR</th>
<th>SCM</th>
<th>RCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.709</td>
<td>0.735</td>
<td>0.629</td>
<td>0.617</td>
<td>0.570</td>
<td>0.613</td>
<td>0.582</td>
</tr>
<tr>
<td></td>
<td>MEEN</td>
<td>LOT</td>
<td>LSHI</td>
<td>MTT</td>
<td>SPT</td>
<td>PM</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.505</td>
<td>0.612</td>
<td>0.492</td>
<td>0.491</td>
<td>0.562</td>
<td>0.769</td>
<td></td>
</tr>
</tbody>
</table>

Table 3
Average center location error of all the considered sequences. Red: indicates best value, pink: indicates second best, green: indicates third best.

<table>
<thead>
<tr>
<th>Sequences</th>
<th>DLT</th>
<th>DSST</th>
<th>TLD</th>
<th>ASLA</th>
<th>TGPR</th>
<th>SCM</th>
<th>RCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>14.60</td>
<td>13.64</td>
<td>32.08</td>
<td>25.07</td>
<td>60.69</td>
<td>40.53</td>
<td>96.84</td>
</tr>
<tr>
<td></td>
<td>MEEN</td>
<td>LOT</td>
<td>LSHI</td>
<td>MTT</td>
<td>SPT</td>
<td>PM</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>21.13</td>
<td>28.65</td>
<td>36.72</td>
<td>30.49</td>
<td>29.42</td>
<td>10.17</td>
<td></td>
</tr>
</tbody>
</table>

Table 4
Average execution time (seconds) needed for tracking objects in a frame using different methods. Red: indicates best value, pink: indicates second best, green: indicates third best.

<table>
<thead>
<tr>
<th>Sequences</th>
<th>DLT</th>
<th>DSST</th>
<th>TLD</th>
<th>ASLA</th>
<th>TGPR</th>
<th>SCM</th>
<th>RCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>4.166</td>
<td>0.404</td>
<td>0.066</td>
<td>0.445</td>
<td>4.885</td>
<td>4.144</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>MEEN</td>
<td>LOT</td>
<td>LSHI</td>
<td>MTT</td>
<td>SPT</td>
<td>PM</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.344</td>
<td>1.429</td>
<td>0.660</td>
<td>1.043</td>
<td>2.574</td>
<td>0.420</td>
<td></td>
</tr>
</tbody>
</table>

4.5. Overall performance evaluation

4.5.1. Quantitative evaluation

Average area overlap and average center location error over all the considered sequences are summarized in Tables 2 and 3, respectively. Higher value of average tracking accuracy indicates the better tracking performance. From Table 2, it is seen that the proposed method attains highest value for average tracking accuracy among all the considered techniques. The table also highlights that DSST and DLT are second and third highest among all these techniques. DSST and DLT considered deep learning to detect object, however, they not considered any algorithm to explicitly estimate the scale and orientation of the object. Due to this reason, they are unable to provide best results for scaled and oriented object. On the other hand, the proposed method explicitly estimates the scale and orientation of the detected object, therefore it obtained best results.

On the other hand, the lower value of the average center location error indicates better tracking performance. Table 3 highlights that the proposed method obtains lower value of average center location error. Similarly, DSST and DST attain second and third lowest values of average center location error. Both these tables highlight that the proposed method obtained better tracking results due to adaptation of scale and orientation of the object than the considered existing techniques.

4.5.2. Qualitative evaluation

In this section, tracking results obtained using different techniques are analyzed based on their visual qualities. Due to page constraint, we only discuss the performances of the algorithms only on a few sequences and similar findings are obtained for other sequences also.

The Bag sequence contains abrupt motion with large scale and orientation changes. Tracking results of the frames 31, 55 and 195 are displayed in Fig. 5(a). All the existing techniques are unable to provide optimal trackers due to large variation both in scale and orientation of the object. On the other hand, the proposed method jointly estimates the scale and orientation of the object during tracking, therefore it is able to obtain optimal tracker for such a sequence.

Results of the Book sequence are displayed in Fig. 5(b). Most of the trackers enter into drift when object changes its scale and orientation together, whereas the proposed method can handle changes both in scale and orientation of the object, very well. Compared with the existing techniques, the proposed method shows much better performance establishing the superiority of it.

In Octopus sequence, the Octopus changes its shape during movement. Tracking results in few frames of this sequence are given in Fig. 5(d). All the existing trackers properly track the Octopus over a number of frames. After frame 170, most of the existing trackers enter into drift due to abrupt shape deformation. Whereas, the proposed method is able to track the Octopus throughout the sequence as shown in Fig. 5(d).

Various factors like occlusion, scale change and fast motion create difficulty to track Woman. Fig. 6(a) displays tracking results of Woman sequence. LSHI, MTT, ASLA and TLD approaches fail to track Woman after few number of frames due to occlusion. On the other hand, SPT, LOT, DLT, MEEN, DSST, TGPR algorithms track the Woman successfully up to 560 frames. After that all these techniques enter into drift due to large scale change (see
framenumber 573). Only the proposed method is able to track the Woman properly throughout the sequence.

It is very difficult to track player properly in the Basketball sequence due to abrupt motion, illumination variation, occlusion and more similar objects. TLD, ASLA, LOT, TLD, LHST methods enter into drift for most of the frames (e.g., 284, 648 and 723 frames in Fig. 6(b)), due to the closer of several similar objects to the actual object. In such scenario, SPT, KCF, SCM, DLT, MEEN and TGPR techniques also enter into drift. In contrast, the proposed algorithm is able to track object over the full sequence (see Fig. 6(b)).

In this experiment, Faceocc1 sequence is considered to evaluate the robustness of the proposed algorithm for tracking an occluded object. Fig. 6(c) displays the tracking results of 213, 703 and 873 frames. This figure highlights that most of the existing methods try to track the face accurately. Only ASLA and LOT trackers encounter drift due to occlusion. Whereas, SPT also encounters minor drift for few number of frames (e.g., 703, 741 and 873).

Due to fast motion, partial occlusion and large scale variation, Carscale sequence is considered for our experiments. Fig. 6(d) displays tracking results obtained using different methods. All trackers try to track the object properly. But after a few frames (e.g., 200 ), all state-of-the-art methods enter into drift due to large scale variation. In contrast, the proposed method tracks the Car properly during large scale variation (e.g., frame number 244 in Fig. 6(d)).

Similar kind of observations is found in the results presented in Fig. 7.

4.5.3. Critical analysis

To evaluate the performance of the proposed algorithm over the existing techniques, tracking results of two sequences using different methods are critically analyzed. Tracking results for few frames (e.g., 91, 191 and 246) of the Bag sequence are provided in Fig. 8. ASLA is able to track the Bag. Though affine motion model is considered in ASLA technique, but it is unable to provide optimal tracker due to abrupt changes in scale and orientation of the Bag (see Fig. 8(a)). KCF also tracks the Bag properly over a few frames. It provides better result than ASLA over some frames. When large variation in scale occurs, KCF is unable to adapt such large variation and unable to generate the optimal tracker (see frame number 246 in Fig. 8(b)). However, DLT and DSST (in Fig. 8(c) and (d), respectively) can better adapt the scale change of the Bag and provide better results than other existing techniques. On the other hand, MEEN, SCM, TGPR and TLD are unable to adapt the large scale variation in the object during tracking. The tracking results of these techniques individually compared with the proposed technique and ground truth tracker, are provided in Fig. 8(e), (f), (g) and (h), respectively. The visual results provided in Fig. 8 highlights that the proposed method can better estimate the scale and orientation of the object jointly and hence produces better tracking results than state-of-the-art-techniques.

In case of the Book sequence, the performances of the state-of-the-art-techniques are individually compared with the proposed method and visual results are displayed in Fig. 9. Fig. 9(a) shows
that ASLA fails to properly track the Book in most of the frames. However, KCF can better track the Book than other existing methods for most of the frames. But for a few frames, where object changes its scale by a large amount, KCF enters into drift (see Fig. 9(b)). Moreover, DLT, DSST, MEEN, SCM, TGPR and TLD are all unable to properly track the Book and after few frames, they enter drift. Fig. 9(c), (d), (e), (f), (g) and (h), respectively show the failure of these techniques for the Book sequence. This figure highlights that the proposed method can properly track the Book throughout the sequence.

4.6. Execution time analysis

Average execution time required for tracking an object in a single frame using various methods are summarized in Table 4. This table highlights that KCF takes least amount of time whereas TGPR needs maximum amount of time among all techniques for tracking a single frame. From this table, it also observed that DSST, ASLA, MEEN and the proposed method take moderate amount of time for tracking the object in a single frame.

5. Discussion and future work

In the proposed approach, ensemble of MLP based discriminative appearance model is able to distinguish the object from its surrounding and, provides object background classification map (binary image). Then, orientation angle and scale change are jointly estimated from the detected object using second order moments of the binary classification map. As the estimations of scale and orientation in the proposed method rely on the binary classification map, rapid scale and orientation changes do not affect the accuracy of tracking algorithm. The proposed algorithm is robust to the background clutter and pose change. The proposed method can handle occlusion by searching the appropriate target among all possible candidate targets.

Though the proposed method provides better tracking results than state-of-the-art techniques however; DLT [30], HCF-VT [32], VT-FCNN [33] and SO-DLT [34] based on deep learning can better detect object than the ensemble of MLPs. But in case of these techniques, scale and orientation of the object is not explicitly estimated and they are unable to provide good results for tracking scaled and oriented object. On the other hand, various experiments illustrate that the proposed method provides better tracking results than DLT. One may consider the proposed scale and orientation estimation approach into DLT or some other techniques based on deep learning to obtain better tracking results for handling scale and oriented object in various complex environments.

5.1. Failure of the proposed method

The proposed method fails to track an object under more complex environments (like sequences with confusion, large shape variations, occlusion)
tracking results of 13 trackers on 4 sequences of ALOV++.

In the Confusion sequence, after some number of frames, the visual content of this frame is faded out and visual content of another sequence is put in. In this sequence, the proposed method tracks object properly for a few frames (see Fig. 10(a)). When frames of a new sequence are superimposed into the frames of original sequence, the proposed method fails to track the original object and enters into drift (see results of 110 and 118 frames). This is due to large change of appearance of the frame. The updated model is unable to properly detect object (with large appearance change) in the current frame. Due to erroneous detection of object, the proposed method is unable to estimate scale and orientation of the actual object, hence tracker is unable to properly track the object and enters into drift. In case of Shape sequence, the shape of the object is certainly changed and view of the camera is also certainly changed. The proposed method is unable to adapt certain scale and view change. Fig. 10(b) shows the tracking result using the proposed method. From this figure, it is seen that after frame number 90, scale of the object and view of the camera are certainly changed with a large amount. Due to this reason, the proposed method fails to adapt to such a large amount of scale and view change. In case of Transparency sequence, one scene is transparent to another scene. Due to change in visual content of the scene, the proposed method is unable to track the object after the frames where transparency occurs. Fig. 10(c) displays the tracking results of Transparency sequence. From this figure, it is seen that the content of frame number 237 is totally different from the content of frame number 205, due to difference in visual content, the proposed tracker enters into drift. Since, the visual content of the current frame is totally changed from the previous frame, the updated ensemble model with information of the previous frame is not sufficient to detect the object in the current frame, where transparency is occurred. As object is not detected in the current frame, the proposed method fails to estimate scale and orientation of the object. In such cases (i.e., failure of object detection), the proposed method considered the estimated scale and orientation of the object in the previous frame as tracker information in the current frame. Therefore, using tracker information of the previous frame, the proposed method is unable to track object in the current frame in case of transparency.
5.2. Future work

In this article, we have considered pixel information to detect an object. For more complex sequences, pixel information is not sufficient to detect object. In future, patch or region based information may be taken into consideration to increase detection accuracy. In the present work, two threshold values are needed to update the appearance model and detect full occlusion. These threshold values are set experimentally. In future, we may provide some adaptive approaches to adjust these threshold values. In future, to make the proposed algorithm more robust against such complex sequences, we will consider tracklet concept and some data association rules. The tracklet concept will help us to analyze the already visited path by the moving object, whereas, data association will help us to establish correspondence among objects. Based on tracklet and data association rule, the location of the object in the current frame can be estimated.

6. Conclusions

In this article, an algorithm is proposed using ensemble of MLPs based discriminative appearance model and binary moments. The proposed technique effectively tracks an object with large variation both in scale and orientation and several other conditions like occlusion, drift, etc. Experimental results and evaluations demonstrate that the proposed method outperforms twelve state-of-the-art techniques for tracking objects in some complex environments.
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