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Abstract

Given two sets of functional data having a common underlying mean function but different degrees of distortion in time measurements, we provide a method of estimating the time transformation necessary to align (or ‘register’) them. The estimator is shown to be consistent under fairly general conditions. Simulation results show superiority of the performance of the proposed method over its competitors. The method is illustrated through the analysis of a paleo-climatic data set.

1 Introduction

Functional data are typically thought to consist of noisy observations from an underlying function. Each set of observations consists of ordered pairs of the form \{(t_j, Y_{t_j}), j = 1, \ldots, n\} where \{t_1, t_2, \ldots, t_n\} indicate sample points of the continuum over which the function is defined and \{Y_{t_1}, Y_{t_2}, \ldots, Y_{t_n}\} represent values of the function at these sample points. Examples of functional data include measurements of biometric attributes such as height, weight etc. at different points of time, grey-scale images of scenes generated through computer vision, three-dimensional images of the brain created through various radio-imaging techniques, and so on. A good overview of techniques for analysing functional data is given in Ramsay (1982), Ramsay and Silverman (2002, 2005) and Ramsay et al. (2009).

Functional data may include multiple sets of measurements of a single function. However, sometimes there is a non-uniformity among the sets of observations in terms of the scales of measurement of the continuum. In a paleo-climatic study based on ice-cores, ice samples are collected
at various depths of the core. Observations on climatic variables, e.g., temperature and atmospheric concentrations of greenhouse gases like carbon dioxide and methane, are measured from chemical analysis of the ice itself or of air-bubbles trapped in it. These observations are recorded against age, which is determined by dating techniques involving radioactive isotopes. Such ordered pairs of data can be regarded as functional data sampled at irregularly spaced time-points. Note that dating techniques have certain imperfections. An account of statistical issues relating to palaeoclimatic dating techniques is available in Mudelsee (2010). When observations on a particular variable obtained from different ice cores from a common geographic region are available, it seems reasonable to assume that the data sets arose from the same underlying process. Collation and joint analysis of these comparable sets of data present difficulties, as imperfections in the exercise of dating may produce a certain non-uniformity of the time scales of different datasets. This problem is sometimes resolved by identifying one data set as reference and aligning others with it by using a technique of curve registration.

An intuitive technique of curve registration consists of identifying certain salient features (also called landmarks or markers) in the curves and then aligning the curves by transforming time so that marker events occur at the same values of the transformed times. This technique, referred to as marker registration (or sometimes as landmark registration), is discussed in detail in Bookstein (1991), Kneip and Gasser (1988, 1992) and Gasser and Kneip (1995). A major drawback of the marker based approach is the need for manual specification of the markers by a domain expert. Bigot (2003, 2005) proposed a method of detecting markers through wavelets, for eventual use in marker registration.

Using an idea of Silverman (1995), Ramsay and Li (1998) developed a technique for curve registration that does not require identification of markers. This estimation method involves optimizing a global fitting criterion with respect to a restricted parametric family of time transformations. Further research in this direction was conducted by Ramsay (1998). Kneip et al. (2000) mentioned that the numerical optimization techniques used in these methods may sometimes be plagued by ill-conditioning. They proposed curve registration with locally estimated monotone time transformations.

Wang and Gasser (1997, 1999) built on the idea of dynamic time warping found in the engineering literature [see Shakoe and Chiba (1978)] in curve registration, and extended the idea to align multiple curves.

Some authors have explored curve registration using self-modelling regression (SE MOR). The original version of SEMOR (see Lawton et al., 1972 and Kneip and Gasser, 1988) is based on a semiparametric model, in which subject-specific regression functions are parametric transformations of a common regression function. Specifically, let $y_i(t)$ denote the observed curve for
subject \( i \) at time \( t \). The general SEMOR model can be expressed as \( y_i(t) = m_i(t) + e_i \) with \( m_i(t) = g(m, \theta_i)(t) \) where \( m \) is the common shape function, \( g \) is the transformation that generates the individual regression functions, and \( e_i \) is the random error. Both the shape function \( g \) and the model parameter \( \theta_i \) are estimated from the data. A common class of SEMOR models with transformations of both \( x \) and \( y \) axes and a shape invariant shift has \( m_i(t) = \alpha_i + \beta_i m(\gamma_i t + \delta_i) \), referred to as the shape-invariant model (SIM). Rønn (2001), considering a version of the foregoing SIM model in which \( m_i(t) = m(t + \delta_i) \), where the shift \( \delta_i \) are random effects, proposed nonparametric maximum likelihood registration of random time-shifted curves. Brumback and Lindstrom (2004) built on SIM models, replacing the linear time transformation function to allow more flexible, monotone random time transformations. Specifically, in their formulation, curve-specific amplitude parameters as well as curve-specific time transformations are assumed to be random. Moreover, the time transformation and common shape function are modeled with B-splines.

With the aim of developing flexible alignment functions, Gervini and Gasser (2004) proposed a self-modelling alignment function with the components of the function estimated from the data using B-spline basis functions. In their formulation, the time transformations are not random. Liu and Müller (2004) proposed time synchronization of random processes where the observed random curves are assumed to be generated by a bivariate stochastic process consisting of a stochastic monotone time transformation function and an unrestricted random amplitude function.

In Bugli et al. (2005), a registration technique based on fractional polynomials is proposed. James (2007) developed another curve registration technique based on equating the “moments” of a given set of curves. Bayesian approach to curve registration can be found in Telesca and Inoue (2008).

Central to most of the above methods is the notion that the functions being registered ought to be smooth. However, in some situations, data exhibit sharp variations. Making use of such information may yield better curve registration. The aforesaid methods are unable to take advantage of this information, as smoothing tends to blur the features. On the other hand, marker based methods require explicit identification of markers, which may not be desirable as a pre-condition for registration. An automated alternative method can potentially be developed by utilizing the idea of edge-preserving smoothing techniques [see McDonald and Owen (1986), Qiu et al. (1991), Hall and Titterington (1992), Müller (1992), Wu and Chu (1993) and Chu et al. (1998)].

In this paper, we propose a new nonparametric statistical measure for the alignment of two time transformed functional data sets. We show that this measure of alignment possesses some desired properties. We then estimate the time transformation by maximizing this measure over an appropriate class of transformations. Subsequently, we establish the consistency of the estimator. Results of a simulation study, to demonstrate the performance of a particular estimator of the
proposed class, are reported. The method is illustrated through the analysis of a real data set.

2 Methodology

Let \( \{ (t_j, Y_t) \}, j = 1, \cdots, n_1 \) and \( \{ (s_j, Y'_s) \}, j = 1, \cdots, n_2 \) be two sets of functional data, arising from the model

\[
Y_t = m(t) + \epsilon_t, \\
Y'_s = m(g_0(s)) + \epsilon'_s, \tag{1}
\]

where \( m \) is an underlying location function, and \( g_0 \) is a time transformation (alignment) function. The terms \( \epsilon_t \) and \( \epsilon'_s \) represent additive random error.

If \( s \) and \( t \) are time points such that \( g_0(s) = t \), one would expect \( Y'_s \) to be close to \( Y_t \). In a real data set, the equivalence of \( t \) and \( g_0(s) \) is unlikely to occur frequently. On the other hand, if \( m \) is a continuous function, then \( Y'_s \) should be close to \( Y_t \) even when \( g_0(s) \) is close to \( t \) but not equal to it.

In a pair of real data sets following model (1), the function \( g_0 \) is not known. However, if it had been known and \( g_0(s_j) \) is close to \( t_i \) for some \( i \in \{1, \ldots, n_1\} \) and \( j \in \{1, \ldots, n_2\} \), then both the differences \( t_i - g_0(s_j) \) and \( Y_t - Y'_s \) are expected to be small. If \( K_1 \) and \( K_2 \) are kernel functions and \( h_1 \) and \( h_2 \) are appropriate bandwidth parameters, then the product

\[
\frac{1}{h_1} K_1 \left( \frac{t_i - g_0(s_j)}{h_1} \right) \frac{1}{h_2} K_2 \left( \frac{Y_t - Y'_s}{h_2} \right),
\]

should be large for such a pair of data points but not so large for other pairs. Moreover, the product should be small when \( g_0 \) is replaced by another function.

In view of the above discussion, for any given transformation function \( g \), we propose the measure of alignment between the two data sets

\[
C_n(g) = \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{h_1} K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) \frac{1}{h_2} K_2 \left( \frac{Y_t - Y'_s}{h_2} \right)
\]

\[
- \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{h_1} K_1 \left( \frac{t_i - g(s_j)}{h_1} \right)
\]

where \( n = n_1 + n_2 \), \( K_1 \) and \( K_2 \) are kernel functions and \( h_1 \) and \( h_2 \) are bandwidth parameters. Under model (1), this measure of alignment should be large when \( g = g_0 \). On the other hand, alignment through a wrong time transformation would produce fewer pairs of matching points in
the two series, and consequently fewer large summands in the numerator would produce a smaller value of the measure.

We propose to estimate the function \( g_0 \) by the maximizer of the measure of alignment, \( C_n \), over an appropriate set of candidate functions.

In several applications (e.g., paleo-climatic data sets), time transformation is expected to be a monotonic and continuous function, which is not very far from the identity function. The search space for the optimizing function may be chosen in view of these considerations.

As for the choices for bandwidths, it is clear that \( h_1 \) should be determined by the average separation between successive samples in the two sets of data (say \( R_1 \) and \( R_2 \)), and \( h_2 \) should depend on the range of the combined set of observed values of the underlying function (say \( R_3 \)). A simple set of choices would be \( h_1 = c_1 \min \{ R_1, R_2 \} \) and \( h_2 = R_3/c_2 \) where \( c_1 \) and \( c_2 \) are some constants. Values of \( c_1 \) and \( c_2 \) around 10 and 10, respectively, worked well in the simulations and the data analysis reported in Sections 4 and 5.

### 3 Theoretical Results

We begin with a clear specification of model (1). Let \( m \) be a continuous function (smooth?) and \( g_0 \) be a monotonically increasing and continuous function. Let the errors \( \{ \epsilon_1; j = 1, \ldots n_1 \} \) and \( \{ \epsilon_2; j = 1, \ldots n_2 \} \) and the time points \( \{ t_j; j = 1, \ldots n_1 \} \) and \( \{ s_j; j = 1, \ldots n_2 \} \) be mutually independent sets of samples from four distributions having probability density functions \( f_{\epsilon_1}, f_{\epsilon_2}, f_1 \) and \( f_2 \), respectively, with the last two densities defined over \([0, \infty)\).

We formally define the proposed estimator of the function \( g_0 \) as

$$
\hat{g}_n = \arg \max_{g \in \mathcal{G}} C_n(g),
$$

where \( C_n(g) \) is as defined in (2) and \( \mathcal{G} \) is a class of functions that includes the true transformation function.

We make the following assumptions.

**Assumption 1.** The densities \( f_{\epsilon_1}, f_{\epsilon_2}, f_1 \) and \( f_2 \) are continuous and bounded. \( f_{\epsilon_1} \) and \( f_{\epsilon_2} \) are symmetric about zero and having modes at zero.

**Assumption 2.** The kernels \( K_1 \) and \( K_2 \) are positive valued, bounded, continuous, and integrable functions defined over the real line. Further \( \int K_i(x) \, dx = 1, i = 1, 2. \)

**Assumption 3.** The sample sizes \( n_1 \) and \( n_2 \) are such that \( n_1/n \to \xi \) for some \( \xi \in (0, 1) \), as

---
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$n \to \infty$.

**Assumption 4.** The bandwidths $h_i$’s are such that $h_i \to 0$ and $n_i h_i \to \infty$ as $n \to \infty$.

**Theorem 3.1** Under assumptions 1–4, for any $g \in \mathbb{G}$ as $n \to \infty$, $C_n(g) \xrightarrow{P} C(g)$, where

$$C(g) = \frac{\int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y)) f_2(y) f_{\epsilon}(v - m(g(y)) + m(g_0(y))) f_{\epsilon}(v) dy dv}{\int_{0}^{\infty} f_1(g(y)) f_2(y) dy}.$$  (4)

Let $C[a, b]$ be the metric space of all continuous functions defined over the interval $[a, b]$, with respect to the *supremum* norm.

**Assumption 5.** The class $\mathbb{G}$ is a compact subset of $C[a, b]$, consisting of monotonically increasing functions with first derivative bounded away from zero.

**Assumption 2A.** The kernels $K_1$ and $K_2$ are bounded away from 0 and have bounded first order derivatives.

**Theorem 3.2** Under the assumptions 1–4, 2A, and 5, as $n \to \infty$,

$$\sup_{g \in \mathbb{G}} |C_n(g) - C(g)| \xrightarrow{P} 0.$$

**Theorem 3.3** Under the assumptions 1–4, 2A, and 5, as $n \to \infty$, $C_n(\hat{g}) \xrightarrow{P} C(g_0)$.

**Assumption 6.** The supremum of the functional $C$ on $\mathbb{G}$ defined as in (4) is attained only at $g_0$.

**Theorem 3.4** Under the assumptions 1–4, 2A, 5, and 6, as $n \to \infty$, $\hat{g} \xrightarrow{P} g_0$.

### 4 Simulation Study

In order to compare the performance of the proposed method with that proposed by Ramsay and Li (1998), we generated two sets of data from model (1). We chose the function $m$ plotted in Figure 1, and the time transformation function $g_0$ defined as

$$g_0(t) = 0.01t^2 + 0.9t.$$  

The time points for both the datasets were generated as samples from the uniform distribution over the interval $[0, 20]$. The distributions of $\epsilon_t$ and $\epsilon'_s$ were choosen as normal with zero mean and standard deviation 0.02. The sample sizes for the two datasets were $n_1 = n_2 = 500$. 


For the method described in Section 2, we chose $K_1$ and $K_2$ as standard normal densities. We chose the bandwidths in the manner mentioned in Section 2 with $c_1 = 10$ and $c_2 = 10$. The search for the transformation function $g$ was made over the class of all linear and quadratic function defined over the interval $[0, 20]$. The method of Steepest Ascent was used for optimization while using the identity map as initial iterate.

For implementing the method of Ramsay and Li (1998) we use a function register.fd available in fda library of the R Statistical Package (see Ramsay, Hooker and Graves (2009)). The smoothing parameter and the order of the polynomial spline were chosen as .001 and 4, respectively. Following the pattern used in the examples given in Ramsay and Li (1998) we choose number of knots as 6.

The performance of the two estimators of the time-transformation functions are studied in terms of the following quantities: (a) point-wise bias, (b) point-wise standard deviation, (c) point-wise mean squared error and (d) Average of the integrated mean square error normalized by the squared norm of the true function, defined for each simulation run as

$$\frac{1}{S} \int_0^{20} \sum_{j=0}^{S} (\hat{g}_j(t) - g(t))^2 dt \quad \int_0^{20} g^2(t) dt$$

where $S$ is the number of independent runs of the simulation and $\hat{g}_j$ is the estimate of $g$ at the $j$th run, with the numerator evaluated numerically over a uniform grid of 1000 points. The results of the simulations based on 500 independent runs are shown in Figures 2, 3 and 4. It is found that the
Figure 2: Point-wise bias of the two estimators

Figure 3: Point-wise standard deviations of the two estimators
The proposed method generally has higher variance but smaller bias and mean squared error than the
method of Ramsay and Li. The normalized integrated mean squared errors of the estimator pro-
posed in section 2 and that of Ramsay and Li turned out to be 0.002427 and 0.005473, respectively.
The superior performance of the proposed estimator is evident.

5 Data Analysis

We now illustrate the proposed method with paleoclimatico data on the atmospheric concentration
of carbon-di-oxide as determined from air-bubbles trapped in ice cores collected over lake Vostok
and Epica Dome of Antarctica. The data were downloaded from the website of the World Data
Center for Paleoclimatology, Boulder and NOAA Paleoclimatology Program (www.ncdc.noaa.gov).
The data used for analysis corresponded to the nominal age range of 215,000 to 385,000 years.
Since the age of the sample was determined by radio-isotope dating, there is a possibility of mis-
match. The two sets of functional data, plotted in Figure 5 indeed show a considerable amount of
mismatch. We choose to align the Epica Dome dataset with the Vostok dataset as reference.

The method proposed by Ramsay and Li, with choices of the first two parameters as in the
foregoing section and number of knot points equal to 15, led to the alignment shown in Figure 6.
The average squared difference between the two curves (computed from time points of the first
data set) turned out to be 308.20. The corresponding value obtained from the method of section 2,
Figure 5: Ice core datasets

Figure 6: Ice core datasets after alignment by the method of Ramsay and Li
which produced the alignment shown in Figure 7, was 96.99. The proposed method is found to produce better alignment.

Appendix

A Proof of theoretical results

When Assumption 1 holds, we denote by $M_f$ a positive upper bound for the densities $f_{x1}, f_{x2}, f_1$ and $f_2$. Let the positive real numbers $c, M_K, M'_K$ be such that $0 < c \leq K_i(x) \leq M_K$ and $|K'_i(x)| \leq M'_K$ for $i = 1, 2$ whenever Assumptions 2 and 2A hold.

Proof of Theorem 3.1 For a given time transformation $g \in \mathcal{G}$, from (2), we have

$$C_n(g) = \frac{N_n(g)}{D_n(g)}, \quad (5)$$

where

$$N_n(g) = \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{h_1} K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) \frac{1}{h_2} K_2 \left( \frac{Y_{t_i} - Y'_{s_j}}{h_2} \right), \quad (6)$$

$$D_n(g) = \frac{1}{n_1 n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{h_1} K_1 \left( \frac{t_i - g(s_j)}{h_1} \right). \quad (7)$$
We first establish that
\[
N_n(g) \xrightarrow{P} \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y))f_2(y)f_{e1}(v - m(g(y)) + m(g_0(y)))f_{e2}(v) dy dv
\]  
(8)
\[
D_n(g) \xrightarrow{P} \int_{0}^{\infty} f_1(g(y))f_2(y) dy.
\]  
(9)

The proof is then completed by using the continuous mapping theorem of convergence in probability (see Billingsley, 1985).

Note that, from (6), we have
\[
\lim_{n \to \infty} E[N_n(g)] = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} E \left[ \frac{1}{h_1} K_1 \left( t_i - g(s_j) \right) \frac{1}{h_2} K_2 \left( \frac{m(x) - m(g_0(y)) + u - v}{h_2} \right) \right].
\]

From the description of the model (1), we have
\[
E[N_n(g)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{h_1} K_1 \left( \frac{x - g(y)}{h_1} \right) \frac{1}{h_2} K_2 \left( \frac{m(x) - m(g_0(y)) + u - v}{h_2} \right) \times f_1(x)f_2(y)f_{e1}(u)f_{e2}(v) dx dy du dv.
\]  
(10)

By making the transformations \( z_1 = \frac{x - g(y)}{h_1} \) and \( z_2 = \frac{m(x) - m(g_0(y)) + u - v}{h_2} \), we have
\[
E[N_n(g)] = \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_n(z_1, z_2, y, v) dz_1 dz_2 dy dv
\]  
(11)

where
\[
S_n(z_1, z_2, y, v) = I_{(-g(y)/h_1, \infty)}(z_1)K_1(z_1)K_2(z_2)f_1(g(y) + z_1h_1) \times f_2(y)f_{e1}(v - m(g(y) + z_1h_1) + m(g_0(y)) + z_2h_2)f_{e2}(v).
\]  
(12)

As \( g \) is a positive and increasing function, any given real \( z_1 \) is contained in \((-g(y)/h_1, \infty)\) for sufficiently small \( h_1 \). Assumption 4, for any given \( z_1 \) we have By using Assumptions 1, 3 and 4 and the fact that \( m \) is a continuous function, for any fixed \( (z_1, z_2, y, v) \), we have
\[
\lim_{n \to \infty} S_n(z_1, z_2, y, v) = K_1(z_1)K_2(z_2)f_1(g(y))f_2(y)f_{e1}(v - m(g(y)) + m(g_0(y)))f_{e2}(v).
\]  
(13)

Note that, from Assumption 1, we have
\[
0 \leq S_n(z_1, z_2, y, v) \leq M_j^2K_1(z_1)K_2(z_2)f_2(y)f_{e2}(v).
\]  
(14)

Assumption 2 ensures that the bounding function on the right hand side of (14) is integrable. Then, by using the Dominated Convergence Theorem (DCT), we have
\[
\lim_{n \to \infty} E[N_n(g)] = \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y))f_2(y)f_{e1}(v - m(g(y)) + m(g_0(y)))f_{e2}(v) dy dv.
\]  
(15)
From Lemma A.1, we have \( \lim_{n \to \infty} Var[N_n(g)] = 0 \). This establishes (8).

We now turn to \( D_n(g) \). By using (7) and making the transformation \( z = \frac{x - g(y)}{h_1} \), we have

\[
E[D_n(g)] = \int_0^\infty \int_{-\infty}^\infty R_n(z, y) \, dz \, dy,
\]

where

\[
R_n(z, y) = I_{\left(\frac{z - g(y)}{h_1}, \infty\right)}(z) K_1(z) f_1(g(y)) f_2(y).
\]  

From (17) and Assumptions 1, 3 and 4, we have

\[
\lim_{n \to \infty} R_n(z, y) = K_1(z) f_1(g(y)) f_2(y).
\]  

By Assumption 1, we have the dominance

\[
0 \leq R_n(z, y) \leq M f K_1(z) f_2(y).
\]  

Assumption 1 and 2 ensures that the bounding function, on the right hand side of (18), is integrable. Thus, by applying DCT we have,

\[
\lim_{n \to \infty} E[D_n(g)] = \int_0^\infty f_1(g(y)) f_2(y) \, dy.
\]  

Now from Lemma A.1, we have \( \lim_{n \to \infty} Var[D_n(g)] = 0 \). This establishes (9) and completes the proof.

\[\square\]

**Lemma A.1** Under assumptions 1, 2, 3 and 4, for any \( g \in \mathbb{G} \), we have

\[
\lim_{n \to \infty} Var[N_n(g)] = 0, \quad \lim_{n \to \infty} Var[D_n(g)] = 0,
\]

where \( N_n(g) \) and \( D_n(g) \) are defined in (6) and (7) respectively.

**Proof of Lemma A.1** From (6), we have

\[
Var(N_n(g)) = \frac{1}{(n_1 n_2 h_1 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{i'=1}^{n_1} \sum_{j'=1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right),
K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right) K_2 \left( \frac{Y_{t_{i'}} - Y_{s_{j'}}}{h_2} \right) \right\},
\]

\[
= V_1 + V_2 + V_3 + V_4,
\]  

where

\[
V_1 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right), K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \right\},
V_2 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right), K_2 \left( \frac{Y_{t_{i'}} - Y_{s_{j'}}}{h_2} \right) \right\},
V_3 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right), K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \right\},
V_4 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right), K_2 \left( \frac{Y_{t_{i'}} - Y_{s_{j'}}}{h_2} \right) \right\}.
\]
From Assumptions 1, 3, and 4 and the continuity of $m$

We consider the convergence of each term of the right-hand side of (22) separately. Consider the term $V_1$, then by using the model specifications (1) and (23), we have

$$V_1 = \frac{1}{(n_1 n_2 h_1 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Var} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \right\},$$

(23)

$$V_2 = \frac{1}{(n_1 n_2 h_1 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_1} C_{ij} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) K_2 \left( \frac{Y_{t_i} - Y_{s_{j'}}}{h_2} \right) \right\},$$

(24)

$$V_3 = \frac{1}{(n_1 n_2 h_1 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_1} C_{ij} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) K_2 \left( \frac{Y_{t_i} - Y_{s_{j'}}}{h_2} \right) \right\},$$

(25)

$$V_4 = \frac{1}{(n_1 n_2 h_1 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_1} C_{ij} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) K_2 \left( \frac{Y_{t_i} - Y_{s_{j'}}}{h_2} \right) \right\}.$$

(26)

We consider the convergence of each term of the right-hand side of (22) separately. Consider the term $V_1$, then by using the model specifications (1) and (23), we have

$$V_1 = \frac{1}{n_1 n_2 h_1 h_2} V_{11} - \frac{1}{n_1 n_2} (E[N_n(g)])^2,$$

(28)

where

$$V_{11} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{1}{h_1} K_1^2 \left( \frac{x - g(y)}{h_1} \right) \frac{1}{h_2} K_2^2 \left( \frac{m(x) - m(g(y)) + u - v}{h_2} \right)$$

$$\times f_1(x) f_2(y) f_{c1}(u) f_{c2}(v) dx dy du dv.$$

(29)

By making the transformations $z_1 = \frac{x - g(y)}{h_1}$ and $z_2 = \frac{m(x) - m(g(y)) + u - v}{h_2}$, we have

$$V_{11} = \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I_{\left( -\frac{g(y)}{h_1}, \infty \right)}(z_1) K_1^2(z_1) K_2^2(z_2) f_1(g(y) + z_1 h_1)$$

$$\times f_2(y) f_{c1}(v - m(g(y) + z_1 h_1) + m(g_0(y)) + z_2 h_2) f_{c2}(v) dz_1 dz_2 dy dv.$$

(30)

From Assumptions 1, 3, and 4 and the continuity of $m$, for any fixed real $(z_1, z_2, y, v)$, a similar argument as in the proof of (13), shows that the integrand function on the right-hand side of (30), as $n \to \infty$, converges to

$$K_1^2(z_1) K_2^2(z_2) f_1(g(y)) f_2(y) f_{c1}(v - m(g(y)) + m(g_0(y))) f_{c2}(v).$$
We have the dominance of the integrand function on the right hand side of (30) by the integrable function

\[ M_f \{ K_1^2(z_1) \} \{ K_2^2(z_2) \} f_2(y) f_2(v). \]

By using DCT and convergence of the integrand on the right hand side of (30), we have

\[
\lim_{n \to \infty} V_{11} = \int_{-\infty}^{\infty} K_1^2(z_1)dz_1 \int_{-\infty}^{\infty} K_2^2(z_2)dz_2 \\
\times \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y))f_2(y)f_{e1}(v - m(g(y)) + m(g_0(y)))f_{e2}(v)dydv.
\]

Now, from (15), the second term on the right hand side of (28), we have

\[
\frac{1}{n_1n_2}(E[N_n(g)])^2 = O\left(\frac{1}{n_1n_2}\right).
\]

Thus, we have

\[ V_1 = O\left(\frac{1}{n_1n_2h_1h_2}\right) + O\left(\frac{1}{n_1n_2}\right) = O\left(\frac{1}{n_1n_2h_1h_2}\right). \tag{31} \]

We now consider the term \( V_2 \). From (25) and by using model specifications (1), we have

\[ V_2 = \frac{n_1 - 1}{n_1n_2} V_{21} - \frac{n_1 - 1}{n_1n_2}(E[N_n(g)])^2, \tag{32} \]

Where

\[
V_{21} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{h_1} K_1 \left( \frac{x - g(y)}{h_1} \right) \frac{1}{h_2} K_2 \left( \frac{m(x) - m(g_0(y)) + u - v}{h_2} \right) \\
\times f_1(x)f_1(x')f_2(y)f_{e1}(u)f_{e1}(u')f_{e2}(v)dx'dydu'dv. \tag{33} \]

By making the transformations \( z_1 = \frac{x - g(y)}{h_1}, z_2 = \frac{x' - g(y)}{h_1}, z_3 = \frac{m(x) - m(g_0(y)) + u - v}{h_2}, \) and \( z_4 = \frac{m(x') - m(g_0(y)) + u' - v}{h_2} \), the integrand on the right hand side of (33) is

\[
I_{(-g(y)/h_1,\infty)}(z_1)K_1(z_1)I_{(-g(y)/h_1,\infty)}(z_2)K_1(z_2)K_2(z_3)K_2(z_4)f_1(g(y) + z_1h_1)f_1(g(y) + z_2h_1)f_2(y) \\
\times f_{e1}(v - m(g(y) + z_1h_1) + m(g_0(y)) + h_2z_3)f_{e1}(v - m(g(y) + z_2h_1) + m(g_0(y)) + h_2z_4)f_{e2}(v). \tag{34} \]

From Assumptions 1, 3, and 4 and the continuity of \( m \) it follows via a similar argument as in (13) that for any \( z_1, z_2, z_3, z_4, y \) and \( v \) the above function converges, as \( n \to \infty \), to

\[ K_1(z_1)K_1(z_2)K_2(z_3)K_2(z_4)[f_1(g(y))]^2f_2(y)[f_{e1}(v - m(g(y)) + m(g_0(y)))]^2f_{e2}(v). \]
The integrand function on the right hand side of (34) is dominated by the integrable function

\[ M_1^2K_1(z_1)K_1(z_2)K_2(z_3)K_2(z_4)f_2(y)f_\epsilon(v). \]

By using Assumption 2, and the convergence of (34) and applying DCT on the right hand side of (33), we have

\[
\lim_{n\to\infty} V_{21} = \int_0^\infty \int_{-\infty}^\infty [f_1(g(y))]^2 f_2(y) [f_{\epsilon 1}(v - m(g(y)) + m(g_0(y)))^2 f_\epsilon(v) dv dy.
\]

Now, from (15), the second term on the right hand side of (32) turns out to be

\[
\frac{n_1 - 1}{n_1 n_2} (E[N_n(g)])^2 = O \left( \frac{1}{n_2} \right).
\]

\[ n_2 V_2 \rightarrow \int_0^\infty \int_{-\infty}^\infty [f_1(g(y))]^2 f_2(y) [f_{\epsilon 1}(v - m(g(y)) + m(g_0(y)))^2 f_\epsilon(v) dv dy - [E(N_n(g))]^2 \]

i.e.,

\[ V_2 = O \left( \frac{1}{n_2} \right). \quad (35) \]

By using a similar argument as for the term \( V_2 \), we have

\[ n_2 V_3 \rightarrow \int_0^\infty \int_{-\infty}^\infty [f_2(y)]^2 f_1(g(y)) f_{\epsilon 1}(v - m(g(y)) + m(g_0(y))) [f_\epsilon(v)]^2 dv dy - [E(N_n(g))]^2 \]

i.e.,

\[ V_3 = O \left( \frac{1}{n_1} \right). \quad (36) \]

Finally, we consider the term \( V_4 \). By using the model specification (1), we have

\[ V_4 = 0. \quad (37) \]

The proof of (20) is completed from (31), (35), (36), (37) and by using Assumption 3 and 4.

We now compute the \( Var[D_n(g)] \). Note that, from (7), we have

\[ Var[D_n(g)] = T_1 + T_2 + T_3 + T_4, \]
Where

\[
T_1 = \frac{1}{(n_1 n_2 h_1)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \text{Var} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) \right\}, \tag{38}
\]

\[
T_2 = \frac{1}{(n_1 n_2 h_1)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_2} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right), K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right) \right\}, \tag{39}
\]

\[
T_3 = \frac{1}{(n_1 n_2 h_1)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_2} \sum_{(\neq i) \ (\neq j)} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right), K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right) \right\}, \tag{40}
\]

\[
T_4 = \frac{1}{(n_1 n_2 h_1)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j' = 1}^{n_2} \sum_{(\neq i) \ (\neq j)} \text{Cov} \left\{ K_1 \left( \frac{t_i - g(s_j)}{h_1} \right), K_1 \left( \frac{t_{i'} - g(s_{j'})}{h_1} \right) \right\}. \tag{41}
\]

We consider the convergence for the terms \(T_1, T_2, T_3\) and \(T_4\) separately. Consider the term \(T_1\). By making the transformation \(z = \frac{x - g(y)}{h_1}\) and by using the model specification, we have

\[
T_1 = \frac{1}{n_1 n_2 h_1} T_{11} - \frac{1}{n_1 n_2} E^2[D_n(g)], \tag{42}
\]

where

\[
T_{11} = \int_0^\infty \int_{-\infty}^\infty I_{(-g(y)/h_1, \infty)}(z) K^2_1(z) f_1(g(y) + h_1 z) f_2(y) dz dy. \tag{43}
\]

Note that the integrand on the right hand side of (43) is bounded by the integrable function \(M f K^2_1(z) f_2(y)\). Further, a similar argument, as used for the \(\text{Var}(N_n)\), shows that, for any given \(y\) and \(z\), the integrand function, as \(n \to \infty\), converges to \(K^2_1(z) f_1(g(y)) f_2(y)\). Thus, by applying DCT and Assumption 3 and 4, we have

\[
\lim_{n \to \infty} T_{11} = \int_{-\infty}^\infty K^2_1(z) dz \int_0^\infty f_1(g(y)) f_2(y) dy. \tag{44}
\]

Now, from (19), the second term on the right hand side of (42) turns out to be

\[
\frac{1}{n_1 n_2} E^2[D_n(g)] = O \left( \frac{1}{n_1 n_2} \right).
\]

Thus, we have

\[
T_1 = O \left( \frac{1}{n_1 n_2 h_1} \right) + O \left( \frac{1}{n_1 n_2} \right) = O \left( \frac{1}{n_1 n_2 h_1} \right).
\]

We now consider the term \(T_2\). From (39) and the model specifications (1) and by making the transformations \(z = \frac{x - g(y)}{n_1}\) and \(z' = \frac{x' - g(y)}{n_1}\), we have

\[
T_2 = \frac{n_1 - 1}{n_1 n_2} T_{21} - \frac{n_1 - 1}{n_1 n_2} E^2[D_n(g)], \tag{45}
\]
where

\[ T_{21} = \int_0^\infty \int_0^\infty \int_0^\infty I(-g(y)/h_1, \infty)(z) K_1(z) I(-g(y)/h_1, \infty)(z') K_1(z') \times f_1(g(y) + zh_1) f_1(g(y) + z'h_1) f_2(y) dz dz' dy \]  

(46)

Note that, the integrand on the right hand side of (46) is bounded by the integrable function 

\[ M_1^2 K_1(z) K_1(z') f_2(y). \]

A similar argument as used for the convergence of the term \( T_{11} \) shows that, for any given \( z, z' \) and \( y \), the integrand function converges, as \( n \to \infty \), to \( K_1(z) K_1(z') f_1^2(g(y)) f_2(y) \). Thus, by applying DCT and Assumption 2, 3 and 4, we have

\[ \lim_{n \to \infty} T_{21} = \int_0^\infty f_1^2(g(y)) f_2(y) dy. \]  

(47)

Now, from (19), the second term on the right hand side of (45) turns out to be

\[ \frac{n_1 - 1}{n_1 n_2} E^2[D_n(g)] = O\left(\frac{1}{n_2}\right). \]

Thus, we have

\[ n_2 T_2 \to \int_0^\infty f_1^2(g(y)) f_2(y) dy - E^2[D_n(g)]. \]

i.e.,

\[ T_2 = O\left(\frac{1}{n_2}\right). \]

We now consider the term \( T_3 \). A similar argument, as used for the convergence of the term \( T_2 \), shows that

\[ n_1 T_3 \to \int_0^\infty \frac{f_1(g(y)) [f_2(y)]^2}{g'(y)} dy - E^2[D_n(g)]. \]

i.e.,

\[ T_3 = O\left(\frac{1}{n_1}\right). \]

Finally, by using the model specification, we have \( T_4 = 0 \). This completes the proof of (21). \( \Box \)

**Proof of Theorem 3.2** We first obtain a stochastic upper bound of the oscillation of \( C_n(g) \). From (5), for any given \( \tilde{g}, g \in \mathbb{G} \), we have

\[ |C_n(\tilde{g}) - C_n(g)| = \left| \frac{N_n(\tilde{g})}{D_n(\tilde{g})} - \frac{N_n(g)}{D_n(g)} \right|, \]

\[ = \frac{|N_n(\tilde{g}) D_n(g) - N_n(g) D_n(\tilde{g})|}{D_n(\tilde{g}) D_n(g)}. \]

Observe that by using (7) and Assumption 2A, we have \( D_n(g) \geq \frac{c}{n_1} \). Therefore,

\[ |C_n(\tilde{g}) - C_n(g)| \leq \frac{h_1^2}{c^2} |N_n(\tilde{g}) D_n(g) - N_n(g) D_n(\tilde{g})|, \]

\[ \leq \frac{h_1^2}{c^2} \{ D_n(\tilde{g}) |N_n(\tilde{g}) - N_n(g)| + N_n(\tilde{g}) |D_n(\tilde{g}) - D_n(g)| \}. \]  

(48)
We now compute the upper bounds for both the terms on the right hand side of (48). Note that, from (6), we have

$$\left| N_n(\tilde{g}) - N_n(g) \right| = \left| \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1}{h_1} \left( K_1 \left( \frac{t_i - \tilde{g}(s_j)}{h_1} \right) - K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) \right) \cdot \frac{1}{h_2} \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \right|,$$

$$\leq \frac{1}{n_1n_2h_1h_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \left| K_1 \left( \frac{t_i - \tilde{g}(s_j)}{h_1} \right) - K_1 \left( \frac{t_i - g(s_j)}{h_1} \right) \right|.$$ 

By using the mean value theorem, we have

$$\left| N_n(\tilde{g}) - N_n(g) \right| \leq \frac{1}{n_1n_2h_1h_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right) \left| K_1' \left( x_0(t_i, s_j, \tilde{g}, g) \right) \right| \left| \frac{g(s_j) - \tilde{g}(s_j)}{h_1} \right|,$$

where $x_0(t_i, s_j, \tilde{g}, g) \in \left( \min \left( \frac{t_i - \tilde{g}(s_j)}{h_1}, \frac{t_i - g(s_j)}{h_1} \right), \max \left( \frac{t_i - \tilde{g}(s_j)}{h_1}, \frac{t_i - g(s_j)}{h_1} \right) \right)$. Now, from (49) and Assumption 2A, we have

$$\left| N_n(\tilde{g}) - N_n(g) \right| \leq \frac{M'_K}{h_1^2} \cdot \| g - \tilde{g} \| \cdot U_n,$$ 

(50)

where

$$U_n = \frac{1}{n_1n_2h_1h_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K_2 \left( \frac{Y_{t_i} - Y_{s_j}}{h_2} \right).$$

(51)

We now turn to the second term on the right hand side of (48). From (7), we have

$$\left| D_n(\tilde{g}) - D_n(g) \right| \leq \frac{1}{n_1n_2h_1} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \left| K_1' \left( x_0(t_i, s_j, \tilde{g}, g) \right) \right| \left| \frac{g(s_j) - \tilde{g}(s_j)}{h_1} \right|.$$ 

From Assumption 2A and the mean value theorem, we have

$$\left| D_n(\tilde{g}) - D_n(g) \right| \leq \frac{1}{n_1n_2h_1} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \left| K_1' \left( x_0(t_i, s_j, \tilde{g}, g) \right) \right| \left| \frac{g(s_j) - \tilde{g}(s_j)}{h_1} \right|,$$

$$\leq \frac{M'_K}{h_1^2} \cdot \| g - \tilde{g} \|,$$ 

(52)

where $x_0(\cdot)$ is as in (49). Now, by using (50), (52) and (48), we have

$$\left| C_n(\tilde{g}) - C_n(g) \right| \leq B_n(\tilde{g}) \cdot \| g - \tilde{g} \|,$$ 

(53)

where

$$B_n(\tilde{g}) = \frac{M'_K}{c^2} \left\{ N_n(\tilde{g}) + U_n \cdot D_n(\tilde{g}) \right\}.$$ 

The expression on the right hand side of (53) gives an upper bound on the oscillation of the functional $C_n(\cdot)$ over the time transformation functions in $G$.  
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Note that

\[ |C_n(g) - C(\tilde{g})| \leq |C_n(g) - C_n(\tilde{g})| + |C(\tilde{g}) - C(g)| + |C_n(\tilde{g}) - C(\tilde{g})|, \]  

(54)

where \( C \) is defined as in (4).

Set \( \epsilon > 0 \).

Lemma A.3 implies that there exists \( \delta_\epsilon > 0 \) such that

\[ \|g - \tilde{g}\| < \delta_\epsilon \text{ implies } |C(g) - C(\tilde{g})| < \frac{\epsilon}{3}. \]  

(55)

Theorem 3.1 and Lemma A.2 implies that for all \( \tilde{g} \) there exists \( M_{\tilde{g}} \) such that \( B_n(\tilde{g}) \overset{P}{\to} M_{\tilde{g}} \), which ensures

\[ P \left( B_n(\tilde{g}) > \max \left\{ \frac{\epsilon}{3\delta_\epsilon}, 2M_{\tilde{g}} \right\} \right) \to 0. \]  

(56)

Define \( \mathcal{N}_\eta(\tilde{g}) = \{ g : \|g - \tilde{g}\| < \eta \} \). For given \( \tilde{g} \), let

\[ \delta(\tilde{g}, \epsilon) = \begin{cases} \min \left\{ \frac{\epsilon}{6M_{\tilde{g}}}, \delta_\epsilon \right\} & \text{if } M_{\tilde{g}} > 0 \\ \delta_\epsilon & \text{if } M_{\tilde{g}} = 0 \end{cases} \]  

(57)

For \( g \) in \( \mathcal{N}_{\delta(\tilde{g}, \epsilon)}(\tilde{g}) \), from (53) we have,

\[ |C_n(\tilde{g}) - C_n(g)| < \delta(\tilde{g}, \epsilon) \cdot B_n(\tilde{g}). \]  

(58)

Note that \( \{ \mathcal{N}_{\delta(\tilde{g}, \epsilon)}(\tilde{g}) : \tilde{g} \in \mathbb{G} \} \) is an open cover of \( \mathbb{G} \). By Assumption 5 there exists a finite subcover say \( \{ \mathcal{N}_{\delta(\tilde{g}_j, \epsilon)}(\tilde{g}_j) \}_{j=1}^{k_\epsilon} \) \( \mathbb{G} \subset \bigcup_{j=1}^{k_\epsilon} \mathcal{N}_{\delta(\tilde{g}_j, \epsilon)}(\tilde{g}_j) \) for some finite \( k_\epsilon \). From (54), (55), and (58) we have,

\[
\sup_{g \in \mathbb{G}} |C_n(g) - C(g)| \\
\leq \max_{j=1, \ldots, K_\epsilon} \sup_{g \in \mathcal{N}_{\delta(\tilde{g}_j, \epsilon)}(\tilde{g}_j)} |C_n(g) - C(\tilde{g}_j)| \\
\leq \max_{j=1, \ldots, k_\epsilon} \left\{ \sup_{g \in \mathcal{N}_{\delta(\tilde{g}_j, \epsilon)}(\tilde{g}_j)} |C_n(g) - C(\tilde{g}_j)| + \sup_{g \in \mathcal{N}_{\delta(\tilde{g}_j, \epsilon)}(\tilde{g}_j)} |C_n(\tilde{g}_j) - C(\tilde{g}_j)| \right\} \\
\leq \max_{j=1, \ldots, k_\epsilon} \left\{ \delta(\tilde{g}_j, \epsilon) B_n(\tilde{g}_j) + \frac{\epsilon}{3} + |C_n(\tilde{g}_j) - C(\tilde{g}_j)| \right\} \\
\leq \max_{j=1, \ldots, k_\epsilon} \delta(\tilde{g}_j, \epsilon) B_n(\tilde{g}_j) + \frac{\epsilon}{3} + \sum_{j=1}^{k_\epsilon} |C_n(\tilde{g}_j) - C(\tilde{g}_j)|. \]  

(59)
From (57) and (59) we have,

\[
P \left\{ \sup_{g \in G} |C_n(g) - C(g)| > \epsilon \right\} \leq P \left\{ \max_{j=1}^{k} \delta(\tilde{g}_j, \epsilon) B_n(\tilde{g}_j) > \frac{\epsilon}{3} \right\} + P \left\{ \sum_{j=1}^{k_n} |C_n(\tilde{g}_j) - C(\tilde{g}_j)| > \frac{\epsilon}{3} \right\} = \sum_{j=1}^{k_n} P \left\{ B_n(\tilde{g}_j) > \frac{\epsilon}{3 \delta(\tilde{g}_j, \epsilon)} \right\} + P \left\{ \sum_{j=1}^{k_n} |C_n(\tilde{g}_j) - C(\tilde{g}_j)| > \frac{\epsilon}{3} \right\}. \tag{60} \]

Each summand of the first term on the right hand side of (60) goes to zero by (56), while the second term goes to zero by Theorem 3.1. This completes the proof. \( \square \)

**Lemma A.2** Let

\[
U_n = \frac{1}{n_1n_2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} K_2 \left( \frac{Y_{ti} - Y_{sj}}{h_2} \right). \tag{62}
\]

Then, under assumptions 1, 2, 3 and 4,

\[
U_n \overset{P}{\to} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_1(x)f_2(y)f_{e_1}(v-m(x)+m(g_0(y)))f_{e_2}(v)dx dy dv. \tag{63}
\]

**Proof:** From (62) and the model specification, we have

\[
E(U_n) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{h_2} K_2 \left( \frac{m(x)-m(g_0(y)) + u - v}{h_2} \right) f_1(x)f_2(y)f_{e_1}(u)f_{e_2}(v)dx dy du dv. \tag{64}
\]

By making the transformation \( w = \frac{m(x)-m(g_0(y)) + u - v}{h_2} \), we have

\[
E(U_n) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} K_2(w)f_1(x)f_2(y)f_{e_1}(v-m(x)+m(g(y)))+wh_2)f_{e_2}(v)dx dy dw dv. \tag{65}
\]

From Assumption 1, 3 and 4, the integrand on the right hand side of (65), as \( n \to \infty \), converges to

\[
K_2(w)f_1(x)f_2(y)f_{e_1}(v-m(x)+m(g(y)))f_{e_2}(v),
\]

and is bounded by the integrable function

\[
M_fK_2(w)f_1(x)f_2(y)f_{e_2}(v).
\]

By applying DCT, we have

\[
\lim_{n \to \infty} E(U_n) = \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_1(x)f_2(y)f_{e_1}(v-m(x)+m(g(y)))f_{e_2}(v)dx dy dv. \tag{66}
\]
We now turn to the variance of $U_n$. From (62), we have

$$Var(U_n) = V_1 + V_2 + V_3 + V_4,$$

where

$$V_1 = \frac{1}{(n_1 n_2 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \left( \frac{Y_{ti} - Y_{sj}}{h_2} \right)^2,$$

$$V_2 = \frac{1}{(n_1 n_2 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j'=1}^{n_2} \frac{Cov \left( \frac{Y_{ti} - Y_{sj}}{h_2}, \frac{Y_{ti'} - Y_{sj'}}{h_2} \right)}{\mathbb{I}(i \neq i')},$$

$$V_3 = \frac{1}{(n_1 n_2 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j'=1}^{n_2} \frac{Cov \left( \frac{Y_{ti} - Y_{sj}}{h_2}, \frac{Y_{ti'} - Y_{sj'}}{h_2} \right)}{\mathbb{I}(j \neq j')},$$

$$V_4 = \frac{1}{(n_1 n_2 h_2)^2} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{j'=1}^{n_2} \sum_{i'=1}^{n_1} \frac{Cov \left( \frac{Y_{ti} - Y_{sj}}{h_2}, \frac{Y_{ti'} - Y_{sj'}}{h_2} \right)}{\mathbb{I}(i \neq i' \neq j \neq j')}.$$

We show that the terms $V_i$, for $i = 1, \ldots, 4$, converges to zero as $n \to \infty$. Consider the term $V_1$, from (68) and model specifications and by making the transformation $w = \frac{m(x) - m(g_0(y)) + u - v}{h_2}$, we have

$$V_1 = \frac{1}{n_1 n_2 h_2} V_{11} - \frac{1}{n_1 n_2} [E(U_n)]^2,$$

where

$$V_{11} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K_2^2(w) f_1(x) f_2(y) f_{e_1}(v - m(x) + m(g_0(y)) + h_2 w) f_{e_2}(v) dx dy dv.$$ (73)

From Assumption 1, 3 and 4, the integrand on the right hand side of (73), as $n \to \infty$, converges to

$$K_2^2(w) f_1(x) f_2(y) f_{e_1}(v - m(x) + m(g_0(y))) f_{e_2}(v)$$

and is dominated by the integrable function

$$M_1 K_2^2(w) f_1(x) f_2(y) f_{e_2}(v).$$

Thus, by applying DCT, we have

$$\lim_{n \to \infty} V_{11} = \int_{-\infty}^{\infty} K_2^2(w) dw \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_1(x) f_2(y) f_{e_1}(v - m(x) + m(g_0(y))) f_{e_2}(v) dx dy dv.$$ (74)

Now, from (66), the second term on the right hand side of (72) turns out to be

$$\frac{1}{n_1 n_2} (E(U_n))^2 = O \left( \frac{1}{n_1 n_2} \right).$$
Thus, we have
\[ V_1 = O \left( \frac{1}{n_1 n_2 h_2} \right) + O \left( \frac{1}{n_1 n_2} \right) = O \left( \frac{1}{n_1 n_2 h_2} \right). \]

From (69) and the model specification and by making the transformation
\[ w = \frac{m(x) - m(g_0(y)) + u - v}{h_2}, \]
we have
\[ V_2 = \frac{n_1 - 1}{n_1 n_2} V_{21} - \frac{n_1 - 1}{n_1 n_2} [E(U_n)]^2, \quad (75) \]
where
\begin{align*}
V_{21} &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} K_2(w) K_2(w') f_1(x) f_2(y) f_1(x') f_1(v - m(x) + m(g_0(y)) + h_2 w) \\
&\quad \times f_1(v - m(x')) + m(g_0(y)) + h_2 w') f_2(v) dx dy dx' dw dv' dv.
\end{align*}

From Assumption 1, 3 and 4, the integrand function on the right hand side of (76), as \( n \to \infty \), converges to
\[ K_2(w) K_2(w') f_1(x) f_2(y) f_1(x') f_1(v - m(x) + m(g_0(y))) f_1(v - m(x') + m(g_0(y))) f_2(v), \]
and is dominated by the integrable function
\[ M_2^2 K_2(w) K_2(w') f_1(x) f_2(y) f_1(x') f_2(v). \]

Thus, by using DCT, we have
\[ \lim_{n \to \infty} V_{21} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_2(y) f_2(v) \left[ \int_{0}^{\infty} f_1(x) f_1(v - m(x) + m(g_0(y))) dx \right]^2 dv dy. \quad (77) \]

Now, from (66), the second term on the right hand side of (75) turns out to be
\[ \frac{n_1 - 1}{n_1 n_2} [E(U_n)]^2 = O \left( \frac{1}{n_2} \right). \]

Thus, we have
\[ n_2 V_2 \rightarrow \int_{-\infty}^{\infty} \int_{0}^{\infty} f_2(y) f_2(v) \left[ \int_{0}^{\infty} f_1(x) f_1(v - m(x) + m(g_0(y))) dx \right]^2 dv dy \\
- \left[ \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(x) f_2(y) f_1(v - m(x) + m(g(y))) f_2(v) dx dy dv \right]^2, \]
i.e.,
\[ V_2 = O \left( \frac{1}{n_2} \right). \]
A similar argument, as for the term $V_2$, shows that
\[
\begin{align*}
n_3 V_3 & \rightarrow \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(x) f_{e_1}(v) \left[ \int_{0}^{\infty} f_2(y) f_{e_2}(v + m(x) - m(g_0(y))) dy \right]^2 dv dx \\
& \quad - \left[ \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f_1(x) f_2(y) f_{e_1}(v - m(x) + m(g(y))) f_{e_2}(v) dx dy dv \right]^2,
\end{align*}
\]
i.e.,
\[
V_3 = O \left( \frac{1}{n_1} \right).
\]
The term $V_4 = 0$ from the model specification. This completes the proof. \hfill \□

**Lemma A.3** Let the functional $C$ be defined on $\mathbb{G}$ as
\[
C(g) = \frac{\int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y)) f_2(y) f_{e_1}(v - m(g(y)) + m(g_0(y))) f_{e_2}(v) dy dv}{\int_{0}^{\infty} f_1(g(y)) f_2(y) dy}.
\]
Then, under Assumptions 1 and 5, $C$ is uniformly continuous on $\mathbb{G}$.

**Proof:** Let
\[
\begin{align*}
N(g) &= \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g(y)) f_2(y) f_{e_1}(v - m(g(y)) + m(g_0(y))) f_{e_2}(v) dy dv, \quad (78) \\
D(g) &= \int_{0}^{\infty} f_1(g(y)) f_2(y) dy.
\end{align*}
\]
Then, $C(g) = \frac{N(g)}{D(g)}$.

Let $g \in \mathbb{G}$ and $\{g_k \in \mathbb{G}; k = 1, 2, \ldots\}$ be such that $\lim_{k \rightarrow \infty} \sup |g_k - g| = 0$. Now,
\[
\lim_{k \rightarrow \infty} N(g_k) = \lim_{k \rightarrow \infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} f_1(g_k(y)) f_2(y) f_{e_1}(v - m(g_k(y)) + m(g_0(y))) f_{e_2}(v) dy dv. \quad (80)
\]
Note that the integrand on the right hand side of (80) is bounded by the integrable function $M f_1 f_2 f_{e_2}(v)$. Thus, applying DCT, we have
\[
\lim_{k \rightarrow \infty} N(g_k) = \int_{-\infty}^{\infty} \int_{0}^{\infty} \left\{ \lim_{k \rightarrow \infty} f_1(g_k(y)) \right\} f_2(y) \left\{ \lim_{k \rightarrow \infty} f_{e_1}(v - m(g_k(y)) + m(g_0(y))) \right\} f_{e_2}(v) dy dv. \quad (81)
\]
Note that $g_k \rightarrow g$ as $k \rightarrow \infty$ pointwise. Now using the fact from the model specification that functions $m$ is continuous and Assumption 1, we have
\[
\begin{align*}
\lim_{k \rightarrow \infty} f_1(g_k(y)) &= f_1(g(y)), \\
\lim_{k \rightarrow \infty} f_{e_1}(v - m(g_k(y)) + m(g_0(y))) &= f_{e_1}(v - m(g(y)) + m(g_0(y))).
\end{align*}
\]
Thus, from (81), we have
\[
\lim_{k \to \infty} N(g_k) = \int_{-\infty}^\infty \int_0^\infty f_1(g(y)) f_2(y) f_{\epsilon_1}(v - m(g(y))) + m(g_0(y))) f_{\epsilon_2}(v) dv dy
= N(g).
\]
This shows that the functional \( N(\cdot) \) is continuous on \( G \).

A similar argument, as used for the continuity of \( N(\cdot) \), shows that \( D(\cdot) \), as defined in (79), is continuous. Further, note that, from Assumption 1 and (79), \( D(g) > 0 \) for any \( g \in G \). This establishes that \( C \) is continuous on \( G \). From Assumption 5, \( C \) is uniformly continuous on \( G \). This completes the proof. \( \square \)

**Proof of Theorem 3.3:** For any given \( \epsilon > 0 \), we have
\[
P\{|C_n(\hat{g}_n) - C(g_0)| > \epsilon\}
\leq P\{|C_n(\hat{g}_n) - C(g_0)| > \epsilon, |C_n(g_0) - C(g_0)| \leq \epsilon\} + P\{|C_n(g_0) - C(g_0)| > \epsilon\}, \tag{82}
\]
where \( \hat{g}_n \) is as in (3) which is given by
\[
\hat{g}_n = \arg \max_{g \in G} C_n(g).
\]
From (82), we have
\[
P\{|C_n(\hat{g}_n) - C(g_0)| > \epsilon\}
\leq P\{|C_n(\hat{g}_n) - C(g_0)| > \epsilon, |C_n(g_0) - C(g_0)| \leq \epsilon, |C_n(\hat{g}_n) - C(\hat{g}_n)| \leq \epsilon\}
+ P\{|C_n(\hat{g}_n) - C(\hat{g}_n)| > \epsilon\} + P\{|C_n(g_0) - C(g_0)| > \epsilon\}. \tag{83}
\]
We will complete the proof by establishing that all the three terms on the right hand side of (83) are arbitrarily small.

We begin with the first term on the right hand side of (83). Note that, from (3), we have
\[
C_n(g_0) \leq C_n(\hat{g}_n).
\]
Therefore, from (3), we have
\[
\text{if } |C_n(g_0) - C(g_0)| \leq \epsilon \quad \text{then} \quad C_n(\hat{g}_n) \geq C(g_0) - \epsilon. \tag{84}
\]
We now turn to computing an upper bound for \( C_n(\hat{g}_n) \) in terms of \( C(g_0) \). Note that from (4) for all \( g \in G \),
\[
C(g) = \frac{\int_0^\infty f_1(g(y)) f_2(y) \left\{ \int_0^\infty f_{\epsilon_1}(v - m(g(y))) + m(g_0(y))) f_{\epsilon_2}(v) dv \right\} dy}{\int_0^\infty f_1(g(y)) f_2(y) dy}.
\]
The inner integral of the numerator of (85) can be viewed as the convolution of the densities $f_{\epsilon_1}$ and $f_{\epsilon_2}$. Therefore, from Assumption 1, we have

$$\int_{-\infty}^{\infty} f_{\epsilon_1}(v - m(g(y)) + m(g_0(y))) f_{\epsilon_2}(v) dv \leq \int_{-\infty}^{\infty} f_{\epsilon_1}(v) f_{\epsilon_2}(v) dv. \tag{86}$$

Now from (85) and (86), we have

$$C(g) \leq \int_{-\infty}^{\infty} f_{\epsilon_1}(v) f_{\epsilon_2}(v) dv = C(g_0) \text{ for all } g \in \mathbb{G}. \tag{87}$$

From (3) and (87) we have

$$C(\hat{g}_n) \leq C(g_0). \tag{88}$$

Now, from (88), we have

$$\text{if } |C_n(\hat{g}_n) - C(\hat{g}_n)| \leq \epsilon \text{ then } C_n(\hat{g}_n) \leq C(g_0) + \epsilon. \tag{89}$$

From (84) and (89), we have

$$\text{if } |C_n(g_0) - C(g_0)| \leq \epsilon \text{ and } |C_n(\hat{g}_n) - C(\hat{g}_n)| \leq \epsilon \text{ then } |C_n(\hat{g}_n) - C(g_0)| \leq \epsilon. \tag{90}$$

Thus, from (90),

$$P\{|C_n(\hat{g}_n) - C(g_0)| > \epsilon, |C_n(g_0) - C(g_0)| \leq \epsilon, |C_n(\hat{g}_n) - C(\hat{g}_n)| \leq \epsilon\} = 0,$$

which is the first term on the right hand side of (83).

We now consider the second term on the right hand side of (83). Observe that,

$$|C_n(\hat{g}_n) - C(\hat{g}_n)| \leq \sup_{g \in \mathbb{G}} |C_n(g) - C(g)|. \tag{91}$$

From (91) and Theorem 3.2 we have,

$$C_n(\hat{g}_n) - C(\hat{g}_n) \overset{P}{\rightarrow} 0.$$

This ensures that the second term on the right hand side of (83) goes to zero as $n \to \infty$. Further, Theorem (3.1) ensures that the last term on the right hand side of (83) goes to zero too. This completes the proof. \hfill \Box

**Proof of Theorem 3.4:** If $\hat{g}_n \not\overset{P}{\rightarrow} g_0$, then there exists an $\epsilon > 0$ and a $\delta > 0$ such that

$$P\{\sup |\hat{g}_n - g_0| \geq \epsilon\} > \delta \text{ infinitely often.} \tag{92}$$
Note that, $\mathcal{N}_\epsilon(g_0) = \{g : \sup |g - g_0| \geq \epsilon, \ g \in \mathbb{G}\}$ is a closed subset of $\mathbb{G}$. From Assumption 5 and Lemma A.3, there exists a $\tilde{g} \in \mathcal{N}_\epsilon(g_0)$ such that $\tilde{g} = \arg\max_{g \in \mathcal{N}_\epsilon(g_0)} C(g)$. From Assumption 6, when $\hat{g}_n \in \mathcal{N}_\epsilon(g_0)$, implies

$$|C(g_0) - C(\hat{g}_n)| = C(g_0) - C(\hat{g}_n) \geq C(g_0) - C(\tilde{g}) > 0. \quad \text{(93)}$$

Denote $\eta = C(g_0) - C(\tilde{g})$. By using the triangular inequality, we have

$$|C(g_0) - C_n(\hat{g}_n)| + |C_n(\hat{g}_n) - C(\hat{g}_n)| \geq |C(g_0) - C(\tilde{g})|. \quad \text{(94)}$$

From (93) and (94), $\hat{g}_n \in \mathcal{N}_\epsilon(g_0)$, implies

$$|C(g_0) - C_n(\hat{g}_n)| \geq \eta - |C_n(\hat{g}_n) - C(\hat{g}_n)|. \quad \text{(95)}$$

Now from (95),

$$\text{if } \hat{g}_n \in \mathcal{N}_\epsilon(g_0) \text{ then } \sup_{g \in \mathbb{G}} |C_n(g) - C(g)| < \frac{\eta}{2} \text{ then } |C_n(\hat{g}_n) - C(g_0)| > \frac{\eta}{2}. \quad \text{(96)}$$

Therefore, from (96), we have

$$P\{|C_n(\hat{g}_n) - C(g_0)| > \frac{\eta}{2}\} \geq P\{\hat{g}_n \in \mathcal{N}_\epsilon(g_0) \text{ and } \sup_{g \in \mathbb{G}} |C_n(g) - C(g)| < \frac{\eta}{2}\},$$

$$\geq P\{\sup |\hat{g}_n - g_0| \geq \epsilon\} + P\{\sup_{g \in \mathbb{G}} |C_n(g) - C(g)| < \frac{\eta}{2}\} - 1. \quad \text{(97)}$$

From (92), the first term on the right hand side of (97) is greater $\delta$ infinitely often. From Theorem 3.2, the second term on the right hand side of (97) is greater than $1 - \frac{\delta}{2}$ for all but finitely many $n$. Therefore,

$$P\{|C_n(\hat{g}_n) - C(g_0)| > \eta/2\} > \frac{\delta}{2} \text{ infinitely often.} \quad \text{(98)}$$

This contradicts Theorem 3.3 and completes the proof. \hfill \Box
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