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This paper reports an efficient technique of evolving Cellular Automata (CA) as an associative memory model. The evolved CA termed as GMACA (Generalized Multiple Attractor Cellular Automata), acts as a powerful pattern recognizer. Detailed analysis of GMACA rules establishes the fact that the rule subspace of the pattern recognizing CA lies at the edge of chaos — believed to be capable of executing complex computation.
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1. Introduction

Pattern Recognition demands automatic identification of objects and images by their shapes, forms, outlines or some other attributes. In conventional approach of pattern recognition the machine compares the given input pattern with each of the stored patterns and identifies the closest match. The search requires the time proportionate to the number of patterns learnt/stored. Obviously, with the growth of the number of stored patterns, the recognition process becomes slow.

The Associative Memory Model provides a solution to the problem where the time to recognize a pattern is independent of the number of patterns learnt/stored. The solution based on this model divides the entire state space into some pivotal points that represent the patterns learnt. The states close to a pivotal point get associated with a specific learnt pattern. Identification of an input pattern (with or without distortion due to noise) amounts to traversing the transient path from the given input pattern to the closest pivotal point. As a result, the process of recognition becomes independent of the number of patterns learnt.

Since early 1980s the model of associative memory has attracted considerable interest among the researchers. Both sparsely connected machine (Cellular
Automata)\(^2\) and densely connected network (Neural Net)\(^5\) have been explored to address the problem of pattern recognition. The seminal work of Hopfield\(^6\) made a breakthrough by modeling a recurrent, asynchronous, neural net as an associative memory system. However, the complex structure of neural net model has partially restricted its application.

Search for alternative model around the simple structure of Cellular Automata (CA) continued.\(^2\);\(^7\);\(^12\) The simple, regular, modular, cascadable local neighborhood structure of Cellular Automata (CA) serves as an excellent sparse network. In this paper, we propose the evolution of CA based associative memory model for pattern recognition. The class of CA termed as Generalized Multiple Attractor CA (GMACA) is employed to model an Associative Memory. The evolved GMACA displays very encouraging results for pattern recognition. The memorizing capacity of GMACA can be found to be better than that of conventional Hopfield Net. Exhaustive experimental results reported in this paper confirm this comparative advantage of CA technology.

The evolved GMACA rule space is next subjected to extensive study. The study categorizes the GMACA rules through in-depth analysis of its local and global parameters. The diverse parameters like \(\chi^8\) and \(Z^{14}\), entropy, mutual information, etc. studied by earlier authors to characterize the CA, are investigated. The GMACA that are found to lie in between order and chaos (defined as the edge of chaos\(^10\)) displays higher memorizing capability.

In order to present the underlying principle of CA based associative memory model, in Sec. 2, we present a CA overview. The GMACA based associative memory and its application for pattern recognition is next outlined in Sec. 3. In Sec. 4, we have detailed the evolution designed with Genetic Algorithm (GA). Appropriate selection of various parameters of GA in order to speed up the convergence process are also covered in Sec. 4. Finally, exhaustive experimental result reporting the memorizing capability of GMACA model is presented in Sec. 5.

2. Cellular Automata Preliminaries

A Cellular Automaton (CA) is a discrete system which evolves in discrete space and time. It consists of a large number of cells, organized in the form of a lattice. Each cell acts as a single processor and communicates only with the neighboring cells. The next state of a cell depends on its own state and the states of its neighboring cells. In this paper we develop our model around three-neighborhood (left neighbor, self and right neighbor) one-dimensional CA and each CA cell having only two states — 0 or 1.

In a two-state three-neighborhood CA, there can be a total of \(2^3\) i.e. 256 distinct next state functions of a cell referred to as the rule of CA cell.\(^13\) The following is an illustration for two such rules, 90 and 150:
Neighborhood: 111 110 101 100 011 010 001 000

(i) NextState: 0 1 0 1 1 0 1 0 90
(ii) NextState: 1 0 0 1 0 1 1 0 150.

The first row lists the possible combinations of present states (left, self and right) for a three-neighborhood CA cell at time \( t \). The next two rows list the following states for the \( i \)th cell at time instant \( (t+1) \) — the decimal equivalent of the 8 bit binary number is referred to as Rule Number. The number of 1’s in a rule is quantified by Langton’s parameter \( \lambda^8 \) — it is equal to the number of 1’s in the binary rule number divided by 8. For example, \( \lambda \) value of rules 90 and 150 is 0.5.

The concept of *Multiple Attractor Cellular Automata* (MACA) has been introduced in the book. Its state transition behavior consists of multiple components — each component, as noted in Fig. 1, is an inverted tree. Each node with a self-loop in a component is referred to as an *Attractor*. The nodes with binary numbers 0000, 0001, 1000 and 1001 are the attractors in the MACA of Fig. 1 with rule vector \langle 150, 102, 60, 150 \rangle — i.e. rule 150 is applied on left most cell, followed by rule 102 on next one and so on. The set of nodes in a component with attractor \( \alpha \) is referred to as \( \alpha \)-basin. Even though such an MACA displays interesting characteristics, it employs only 14 XOR/XNOR rules out of 256 rules. It seems unlikely that pattern recognition can be done effectively with such a CA referred to as *Additive* CA. Hence, the present research work explores a more general class of MACA referred to as *Generalized Multiple Attractor* CA (GMACA) designed with nonlinear rules implementing AND/OR logic. A GMACA is a hybrid CA (different rules applied to different cells) and can model an associative memory to perform pattern recognition task. Figure 2 illustrates the state space of a four-cell hybrid GMACA with rule vector \langle 98, 236, 226, 107 \rangle. The state space of this CA is divided into two attractor basins. The states not covered by the attractor cycles are viewed as *Transient States* in the sense that a CA finally settles down in one of its attractor cycles after passing through such transient states.

![State space of a four-cell CA divided into four attractor basins.](image-url)
The state transition behavior of a GMACA (Fig. 2) roughly corresponds to that of an MACA with the following differences:

— Unlike single cycle attractor of an MACA (Fig. 1), an attractor in a GMACA refers to a cycle with single/multiple nodes. The two components in Fig. 2 have attractors of cycle lengths 3 and 4.
— All the inverted trees rooted on attractor node are identical in an MACA built with additive CA. By contrast, such trees are not identical in a GMACA designed with nonlinear rules.

In the next section, we have concentrated on evolving hybrid nonlinear GMACA and its attractive features to memorize the large number of patterns.

3. GMACA for Pattern Recognition

The pattern recognizer is trained to memorize some specific pattern set $P = \{P_1, \ldots, P_i, \ldots P_k\}$ and it can recognize an incoming pattern $P_i$ even if the pattern is corrupted with limited noise. When the new pattern $P_i$ is input to the system, the pattern recognizer identifies it as $P_i$, where $P_i$ is the closest match to $P_i$. If the entire pattern is viewed as a binary string, then the hamming distance between $P_i$ and $P_i$ is the least among all $P_i$’s. The hamming distance between $P_i$ and $P_i$ is the measure of noise.

A GMACA having its state space distributed into disjoint basins (Fig. 2) with transient and attractor states, models an associative memory. The entire state space built around some pivotal points can be viewed as the state space generated by a GMACA with its attractors and transient states. Memorizing the set of pivotal patterns...
points \{P_1, \ldots, P_i, \ldots, P_k\} is equivalent to the design of a GMACA with the pivotal points as the states in attractor cycle. Any other transient point \(\hat{P}_i\), in close vicinity of a pivotal point \(P_i\), can be considered as a pattern with some noise. The correct output \(P_i\) can be produced in time proportionate to the state traversal of the GMACA.

A GMACA designed to perform pattern recognition tasks should maintain the following two relations:

**R1:** Each attractor basin of the GMACA should contain one and only one pattern \((P_i)\) to be learnt in its attractor cycle; for the rest of the paper, the corresponding basin is referred to as \(P_i\)-basin.

**R2:** The hamming distance of each state \(S_i \in P_i\)-basin with \(P_i\) is lesser than the hamming distance of \(S_i\) with any other \(P_i\)'s.

Figure 2 illustrates a four-cell GMACA that maintains both R1 and R2. It learns two patterns, \(P_1 = 0000\) and \(P_2 = 1111\). The state \(\hat{P} = 1110\) has the hamming distances 3 and 1 with \(P_1\) and \(P_2\) respectively. If \(\hat{P}\) is given as the input to be recognized, then the recognizer designed with the GMACA of Fig. 2 is loaded with \(\hat{P} = 1110\). The GMACA returns the desired pattern \(P_2\) after two time steps.

The next section reports the GA based searching scheme implemented to evolve the GMACA tuned for a set of patterns to be recognized. The search is made to arrive at a rule vector of a GMACA that satisfies both the relations **R1** and **R2**. All possible combinations of hybrid CA rules are the candidates for initial population. Since the search space is exponentially large, we employ and appropriately tune the Genetic Algorithm to arrive at the desired GMACA.

4. Design of Genetic Algorithm for Evolution of GMACA

The aim of this design is to evolve the GMACA (rule vector) that can perform pattern recognition task. This section describes the GA based solution to evolve the GMACA rules with the desired functionality.

Genetic Algorithms (GA) are stochastic search and optimization algorithms which are inspired by the mechanics of natural selection and genetics. The effectiveness of genetic algorithms can depend crucially on how they are carried out. In order to apply a genetic algorithm effectively, two types of decisions must be made. The first is the choice of representation — solutions to the problem must be represented as strings and genetic search operators (e.g. crossover, selection, mutation). Good choices of problem representation and parameter values can lead to genetic algorithms that are extremely effective; poor choices can render the method little better than random search.

The solutions of the search space, encoded in string-like structures, are referred to as chromosomes. The chromosomes (population) undergo evolution (reproduction) for a number of generations. The reproductive plan essentially consists of tuning the three genetic operators, namely, selection, crossover and mutation.
In our model, the GA starts with an initial population (IP) of 50 chromosomes (CA rules). Each CA rule evolves over several generations under selection (elitist model), crossover and mutation. The evolution process is controlled by the fitness function $F(C_r)$.

4.1. **Fitness function**

The fitness $F(C_r)$ of a particular chromosome $C_r$ (CA rule) in a population is determined by the hamming distance between the attractor $P_i$, evolved for a state from the run (generation), and the desired attractor $P_i$. The chromosome is run with 300 randomly chosen initial configurations (ICs) and fitness of CA is determined by averaging the fitness for each individual IC.

Let us assume that, a chromosome $C_r$ is run for the maximum number of iterations ($L_{max}$) for an IC and it reaches a state $P_i$. If $P_i \notin$ any attractor cycle, that is, it is still a transient state, then the fitness value of $C_r$ is considered as zero. On the other hand, if $P_i \in$ an attractor cycle containing $P_i$, then the fitness of $C_r$ is $\frac{n-|P_i-P_i|}{n}$, where $n$ is the length of the CA rule (chromosome). But, if any attractor other than $P_i$ exists in that attractor cycle, then fitness of $C_r$ is also considered as zero. Therefore, fitness function

$$F(C_r) = \frac{1}{k} \sum_{i=1}^{k} \frac{n-|P_i-P_i|}{n}$$

where $k$ is the number of random ICs.

4.2. **Selection**

Selection is the mechanism which increases the mean fitness of a population by choosing more fit individuals with a higher probability than unfit ones. This operator selects chromosomes in the population for reproduction. The fitter the chromosome, the more times it is likely to be selected to reproduce. In selection policy, principle of the survival of the fittest determines the chromosomes that should be propagated to the subsequent generations. In the elitist model of the GA, the best set of chromosomes are retained for the next generation. In our experiment, we follow the elitist model. The number of chromosomes to be retained for the next generation can be the same over generations or it can vary with generations. We have experimented with both the techniques, in order to determine which selection procedure enhances the convergence rate. It is seen that selection depending on generation converges fast. A detail description of the experiment with both the techniques is reported below.

**Fixed Selection.** In each generation, some fixed number of chromosomes is selected depending upon some fitness criterion. For the current version we have selected the value as 10.
**Selection Depending Upon Generation Number.** In each generation the number of chromosomes is selected depending upon generation number. Number of chromosomes selected in a particular generation is

\[ S = a + b \cdot \exp(-kG_n) \]  

where \( G_n \) is the generation number and \( a, b \) and \( k \) are constants. From extensive experimentation, we have set the values of \( a, b \) and \( k \) as 5, 40 and 0.125. The value of \( S \) decreases over generation, thus the scheme gives more weightage to crossover and mutation for higher generations.

The better convergence rate of the second technique is illustrated through Fig. 3. The graph of Fig. 3 is a representative case. It compares the convergence rate with respect to the mean fitness as well as best fitness of the above two selection schemes for CA of size 15. *It has been observed that the dynamic selection scheme based on generation numbers outperforms the first one. Hence, our GA employs this scheme.*

![Graph showing the comparison of best and mean fitness between fixed and selection depending upon generation](image)

**4.3. Crossover**

This operator randomly chooses a locus and exchanges the subsequences before and after that locus between two chromosomes to create two offspring. The crossover operator helps to explore the search space by virtue of providing means to generate new solutions out of the old ones. The probability of selecting a pair of chromosomes to be employed for crossover depends upon the fitness of chromosomes.
Moreover, a majority of chromosomes for the next generation are produced through
the crossover process. Here, we have experimented with two different techniques of
crossover to speed up the rate of convergence. However, there is no major difference
in performance between the two techniques.

**Single Point Crossover.** In case of single point crossover, one crossover point
is selected randomly. The rule vectors from the beginning of a chromosome to the
crossover point is copied from one parent, the rest is copied from the second parent.

**Double Point Crossover.** In this case, two crossover points are selected randomly
and the rule vectors in between two chromosomes are copied from one parent, while
the rest is copied from the other parent.

Experiments show that in both cases the mean fitness and the best fitness of
a particular generation are more or less same. Also, the number of generations re-
quired to converge the GA is same for both cases. Figure 4 illustrates a typical case,
and it also represents the rate of increase of mean and best fitness of a population
using single point and double point crossover. The population is taken to evolve
CA of size 15.

*It has been observed that the double point crossover does not improve the re-
results obtained with single point crossover. Hence, in order to reduce computational
overhead we employ single point crossover in our GA.*

![Graph showing the comparison of best and mean fitness between single point and double point crossover (CA of size 15).](image-url)
4.4. Mutation

This operator randomly flips some of the bits in a chromosome. The mutation, applied to perturb one or more solutions, ensures that the search space explored is not closed under crossover. The probability of mutation on a given chromosome is kept very low. In our problem, 10% of the NP (next population) are generated out of mutations of the elite rules. Here we also have experimented with two standard techniques of mutation.

**Single Point Mutation.** In case of single point mutation, one rule has been randomly selected. The rule is then converted into a binary string. A single bit is selected and then the bit is inverted.

**Double Point Mutation.** In case of double point mutation, two rules are randomly selected and each rule is mutated using the same principle of single point mutation. It is seen that the convergence rate of the GA is much better in case of single point mutation than double point. Figure 5, similar to Figs. 3 and 4, shows the mean and best fitness evolved over generations in both cases for a representative CA of size 15. Thus we decide in favor of single point mutation.

From the exhaustive experimentations of various parameters, we have observed that the mean fitness as well as best fitness of a particular generation are much better in case of selection based on generation number and single point crossover and

![Graph showing the comparison of best and mean fitness between single point and double point mutation.](image)
Our design of the Generic Algorithm is thus guided by this formalization.

The evolution process is carried out to obtain GMACA of different sizes. Side by side, for each size the number of patterns to be learnt by the GMACA is progressively increased during experimentation.

Table 1 demonstrates the pattern recognition capability of a GMACA based associative memory. Column 2 of Table 1 depicts the maximum number of patterns that an \( n \)-cell GMACA can memorize. The results of Hopfield Net are provided in Column 3 for the sake of comparison. The experimentation clearly indicates that the GMACA have much higher storage capacity in comparison to Hopfield Net.

In this context, it is worthwhile to study and characterize the rule space of GMACA that displays encouraging results for pattern recognition. The next section characterizes the GMACA. Summing up, our design of the GA is thus guided by the principle of (a) selection depending upon generation number (b) single point crossover and (c) single point mutation.

5. Characterization of GMACA Rule Space

In this section, we make an extensive study on the evolved GMACA rule space. The study is directed towards the categorization of GMACA rules implementing the complex task of pattern recognition. The study has been performed

(i) by exploring CA Rule Table, and
(ii) by exploring the dynamical behavior of the Space-Temporal Patterns generated by the CA set.

All the study points to the fact that the rule space of GMACA lies on the edge of chaos — a space which is believed to be supporting complex computational tasks.

5.1. Exploring CA rule table

The CA rule space can be characterized by evaluating the parameters — \( \lambda \) and \( \gamma \). Different values of these parameters correspond to different CA dynamics.
Table 2. Parameters characterizing rule space.

<table>
<thead>
<tr>
<th>CA (n)</th>
<th>$\lambda_{av} &gt; 0.5$</th>
<th>$\lambda_{av} &lt; 0.5$</th>
<th>$Z$ Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>10</td>
<td>0.537</td>
<td>0.020</td>
<td>0.472</td>
</tr>
<tr>
<td>15</td>
<td>0.524</td>
<td>0.021</td>
<td>0.458</td>
</tr>
<tr>
<td>20</td>
<td>0.512</td>
<td>0.005</td>
<td>0.487</td>
</tr>
<tr>
<td>25</td>
<td>0.518</td>
<td>0.007</td>
<td>0.486</td>
</tr>
<tr>
<td>30</td>
<td>0.509</td>
<td>0.005</td>
<td>0.465</td>
</tr>
<tr>
<td>35</td>
<td>0.511</td>
<td>0.021</td>
<td>0.481</td>
</tr>
<tr>
<td>40</td>
<td>0.523</td>
<td>0.011</td>
<td>0.476</td>
</tr>
<tr>
<td>45</td>
<td>0.521</td>
<td>0.013</td>
<td>0.489</td>
</tr>
</tbody>
</table>

Characterization of the uniform CA state transition, based on the value of $\lambda$, is reported in Ref. 8. The number of 1’s in a rule is quantified by the Langton’s parameter $\lambda$. As the $\lambda$ value is shifted from 0 to 0.5, the average behavior of the CA passes through the transitions: homogeneous $\rightarrow$ periodic $\rightarrow$ complex $\rightarrow$ chaotic. The CA behaves in the reverse order when the $\lambda$ value is incremented from 0.5 to 1. The range of $\lambda$ for which the rule exhibits complex function is referred to as $\lambda_c$. All complex computations are likely to occur near $\lambda_c$. The region is referred to as the edge of chaos. The subsequent discussions introduce the associated parameters for the hybrid CA we have studied.

For the hybrid CA domain we introduce the parameter $\lambda_{av}$, the average of $\lambda$ values for different CA cells. In Table 2, we provide the $\lambda_{av}$ values for different GMACA rules, evolved for different $n$. Column 2 indicates the resulted mean of $\lambda_{av}$ above 0.5 while Column 4 indicates mean value below 0.5. Corresponding standard deviations are noted in the Columns 3 and 5 respectively. Table 2 illustrates that the $\lambda_{av}$ of the evolved GMACA are clustered around in the areas that are roughly equidistance from 0.5 (from 0.433 to 0.494 and from 0.503 to 0.557) which corresponds to the region at edge of chaos.

From Table 2, it is seen that CA with rules having close to an equal number of 0’s and 1’s tend to be much better pattern recognizers than CA with rules having a relatively high degree of homogeneity. In CA with more homogeneous rules, the states of too many cells freeze early in the dynamics. By frozen cell, we mean cell whose state does not change from sometime onwards in the CA dynamics. The tendency of freezing increases as the rule becomes more and more homogeneous. Hence, the CA formed with such rules does not acquire the capacity of accommodating noise.

The value of $Z$ varies from 0 to 1. The $Z$ value close to 1 indicates chaotic behavior of the CA, while $Z = 0$ indicates order. Any intermediate value of $Z$ identifies complex CA rules. The $Z$ parameters of evolved GMACA rules for different values of $n$ are also reported in Table 2. Column 6 depicts the mean value of $Z$ and Column 7 contains the standard deviation of $Z$ parameter among the evolved GMACA rules. The $Z$ parameter values for the evolved GMACA are found intermediate between 0 and 1. It indicates, the GMACA rules are complex rules.
Table 3. Space temporal study to categorize CA rule space.

<table>
<thead>
<tr>
<th>CA Size (n)</th>
<th>Entropy Mean</th>
<th>Std. Deviation</th>
<th>Mutual Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.813</td>
<td>0.024</td>
<td>0.729</td>
</tr>
<tr>
<td>15</td>
<td>0.921</td>
<td>0.033</td>
<td>0.740</td>
</tr>
<tr>
<td>20</td>
<td>0.859</td>
<td>0.037</td>
<td>0.638</td>
</tr>
<tr>
<td>25</td>
<td>0.903</td>
<td>0.021</td>
<td>0.829</td>
</tr>
<tr>
<td>30</td>
<td>0.867</td>
<td>0.030</td>
<td>0.688</td>
</tr>
<tr>
<td>35</td>
<td>0.878</td>
<td>0.031</td>
<td>0.724</td>
</tr>
<tr>
<td>40</td>
<td>0.857</td>
<td>0.052</td>
<td>0.713</td>
</tr>
<tr>
<td>45</td>
<td>0.839</td>
<td>0.021</td>
<td>0.683</td>
</tr>
</tbody>
</table>

5.2. Space temporal study

Dynamical behavior of space-time patterns generated by the GMACA is another way to characterize the CA rule space. The macroscopic measurements of CA dynamics like entropy, mutual information are used to classify the CA rules.

Entropy is the measure of randomness of a system. The maximum entropy (close to 1) of a system signifies chaotic behavior. The values shown in the Columns 2 and 3 of Table 3 are the mean and standard deviation of entropy, computed for the evolved GMACA rules. The high entropy and low standard deviation indicate that the evolved GMACA, performing pattern recognition task, are at the edge of chaos.

Mutual information measures the correlation between patterns generated at a fixed time interval. If a pattern $P_1$ is the copy of $P_2$, then mutual information between $P_1$ and $P_2$ is 1. Whereas, the mutual information between two statistically independent patterns is 0. The ordered CA rules do not create spatial structures, in effect generate pattern set with low mutual information. On the other hand, the complex CA rules create highly correlated structures. To measure the mutual information, we select patterns generated from the evolved GMACA rule, separated by the window of size 6. The mutual information value corresponding to an evolved GMACA rule is noted in Column 4 of Table 3. All the values in Column 4 are found to be very high. So, the high value of mutual information between patterns generated by GMACA ensures that the GMACA capable of performing pattern recognition tasks are at the edge of chaos.

The studies performed in this section point that the GMACA evolved for pattern recognition, belong to the same class and are to be found at the edge of chaos.

6. Conclusions

This paper has established the Cellular Automata as a powerful machine in designing the pattern recognition tool. The pattern recognizer is designed with the hybrid GMACA based associative memory. It is proved experimentally that the storage capacity of GMACA based associative memory is far better than that of Hopfield Net and can train more number of patterns. A new parameter $\lambda_{av}$ extends
the Langton’s observation in the domain of hybrid CA. The consistent values of different parameters of the GMACA rule space ensure that the GMACA rules which can perform complex computation of pattern recognition are most likely to have occurred at the edge of chaos.
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