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S1 Extension for Multiple Networks

The network fusion technique, proposed in the main paper for two similarity graphs, can easily be extended for more than two such networks. Let $G_1, \ldots, G_i, \ldots, G_m$ be $m$ different initial status matrices, generated using $m$ different similarity metrics and $L_1, \ldots, L_i, \ldots, L_m$ represent the corresponding sparse kernels generated from the individual similarity graphs. Using the naive cross-diffusion approach [1], the status matrices are updated in the following manner:

$$\mathcal{G}_i(t + 1) = L_i \left( \frac{1}{m-1} \sum_{j=1, j \neq i}^{m} G_j(t) \right) L_i^\top; \quad (1)$$

where $i = 1, \ldots, m$. So, an individual affinity network is updated by diffusing the local neighborhood information into each of the previously updated full kernels. The final unified graph can be obtained as follows:

$$\mathcal{M}(t + 1) = \frac{1}{m} \sum_{i=1}^{m} \mathcal{G}_i(t + 1). \quad (2)$$

The decomposition of the iterative procedure shown in (1) leads to the generation of several higher order terms, consisting of multiple sparse kernels. Such terms increase the computational complexity of the fusion algorithm, but tend to have a relatively low impact on the updated similarity matrices. To overcome the limitations associated with the application of (1) to large networks, the analysis presented in Section 3.1 of the main paper is extended for multiple networks. Therefore, the current work presents a low computational cost approach for multiple network fusion. Instead of updating each status matrix separately, the final unified graph is computed using (3). It is the generalization of (14) of the main paper and approximates the unified graph of (2) by ignoring the higher order terms.

S2 Computational Complexity

In Algorithm 3, which is reported in Section 4.2 of the main paper, Step 2 and Step 3 compute individual affinity networks $G_1$ and $G_2$ for $n$ genes, respectively. The cost of computing the co-expression matrix $G_1$ is $O(n^2)$, since it takes a constant time to compute the mutual information between a pair of genes. As reported in [2], the cost of computing the shared neighborhood based similarity between a pair of genes is $O(n_0^2)$, where $n_0$ is the average number of neighbors to a node in the network under study. Thus, the cost of computing the similarity matrix $G_2$ is $O(n^2 n_0^2)$. Step 4 of the algorithm needs the sparse kernels $L_1$ and $L_2$, computation of which incurs a cost of $O(k n^2)$. From Section 4.2 of the main paper, it is known that the cost of computing the fused affinity network in Step 5, using the global and sparse networks, is $O(2kn^2) + O(\frac{1}{2}n^3) + O(6n^3)$. The computation of IoG in Step 7 depends on the relative relevance and relative degree of each gene. The cost of computing the relevance of all the genes in $C$ is $O(n)$ and that of degree is $O(n^2)$. Thus, the overall time complexity of computing IoG for all $n$ genes is $O(n^2)$. The selection of most important gene from $C$ has a complexity of $O(n)$. If $\tilde{n}$ denotes the cardinality of the already-selected set of genes $S$, then normalization done in Step 15 for each gene $A_i \in C$ takes $O(n)$ time and the computation of $J_{sim}(A_i, S)$ for each gene in $C$ takes $O(\tilde{n})$ time. So, Steps 11-18 have a total computational complexity of $O(n(\tilde{n} - \tilde{n})) + O(n(n - \tilde{n}))$. The selection a gene $A_{max}$ from the set of $(n - \tilde{n})$ genes, incurs a cost of $O(n(n - \tilde{n}))$. Let $d$ denote the desired number of genes to be selected from $C$, and its selection incurs a total computational cost of $O(d \tilde{n}(n - \tilde{n})) + O(dn(n - \tilde{n}))$. Therefore, the overall computational complexity of the proposed gene selection algorithm is $O(n^2) + O(n^2 n_0^2) + O(\frac{1}{2}n^3) + O(6n^3) + O(n^2) + O(d \tilde{n}(n - \tilde{n})) + O(dn(n - \tilde{n})) \approx O(n^2 n_0^2) + O(\frac{1}{2}n^3)$, since $k, d, \tilde{n} \ll n$.

S3 Generation of Similarity Networks

Generation of similarity networks is one of the most vital stages of the proposed gene selection algorithm. Its importance can be attributed to the fact that they provide a uniform format and scale to represent the information of gene expression data and PPI network. The affinity network constructed using the former data depicts the co-expression of...
between a pair of genes, while the latter depicts the interactive neighborhood based similarity among them. It must be noted that the network formed using the PPI network is static in nature and independent of disease, while the co-expression network is dependent on the disease. The individual affinity networks can be combined to learn a new functional similarity network that depicts the co-expression and shared connectivity based similarity among the genes.

Given the gene expression data, an affinity network can be generated using various metrics. However, the importance of mutual information, as a measure of co-expression between a pair of genes, has been established in [2]–[6]. The mutual information between a pair of genes $A_i$ and $A_j$, represented as $I(A_i, A_j)$, is considered as the $(i,j)$-th entry of the symmetric, non-negative weight matrix $W_1(i,j)$. So,

$$W_1(A_i, A_j) = I(A_i, A_j),$$

where $I(A_i, A_j)$ can be computed as reported in [2].

According to the “guilt by association” principle, co-functional genes tend to be closely associated to each other in the PPI network and share physical interactions. Based on this principle, a similarity measure, which depends on the direct and indirect interactions between a pair of genes or proteins, has been proposed in [2] using a weighted PPI network $P$. The similarity $S(A_i, A_j)$ between genes $A_i$ and $A_j$ is defined as [2]:

$$S(A_i, A_j) = \frac{\sum_{A_k \in N_i} \min\{\omega_{ik}, \omega_{jk}\}}{\sqrt{\sum_{A_k \in N_i} \omega_{ik} \cdot \sum_{A_k \in N_j} \omega_{jk}}}.$$ (5)

where $N_i$ and $N_j$ denote the set of neighbors linked to genes $A_i$ and $A_j$, respectively, $N_{ij}$ denotes the set of common neighbors between genes $A_i$ and $A_j$, and $\omega_{ik} \in [0,1]$ is the weight value for an edge connecting gene $A_k \in N_i$ to gene $A_i$ in the PPI network $P$. So, the similarity between genes $A_i$ and $A_j$ can be computed using (5) from a weighted PPI network, which represents the $(i,j)$-th entry in the symmetric, non-negative matrix $W_2$, as follows:

$$W_2(A_i, A_j) = S(A_i, A_j).$$ (6)

In the proposed gene selection method, the individual affinity networks, namely, $W_1$ and $W_2$, are combined using ScaNGraF to learn a new affinity network $M_2$ using (14) of main paper. The final unified network retains the strong similarities supported by atleast one network and the weak affinities favored by both the networks. The learned network possesses the ability to depict both co-expression and shared neighborhood based similarity among the genes. Also, it is dynamic in nature as affinity between a pair of genes depends on the disease under study.

S4 Clustering on Similarity Network

The spectral clustering algorithm [7] can be used to partition an affinity network, by an optimal graph cut. Given an affinity network $[M_2]_{n \times n}$, which is to be partitioned into $c$ clusters, an indicator vector $Y = [y_{ij}, ..., y_{ij}, ..., y_{nj}]$, corresponding to the $j$-th cluster, can be defined as follows:

$$y_{ij} = \begin{cases} 1, & \text{if the } i \text{-th node belongs to the } j \text{-th cluster;} \\ 0, & \text{otherwise;} \end{cases}$$ (7)

where $i = 1, ..., n$ and $j = 1, ..., c$. Thus, a matrix $[Y]_{n \times c}$ can be defined using the label indicator vectors. In [8], it has been shown that the label indicator vectors can be used to minimize the normalized ratio cut. However, it has been shown that normalized ratio cut minimization problem can be reduced to the standard trace minimization problem under certain relaxations, which can be expressed as

$$\min_{H \in \mathbb{R}^{n \times c}} \text{trace}(H^T \mathcal{L} H) \text{ subject to } H^T H = I;$$ (8)

where $H = M^{1/2}Y$, $M$ is a diagonal matrix, such that

$$M(i,i) = \sum_{j=1}^{n} M_2(i,j),$$

$L$ is the normalized laplacian matrix, defined as $L = M^{-1/2}LM^{-1/2}$, and $\mathcal{L}$ is the normalized laplacian matrix for the similarity matrix $M_2$. Based on Rayleigh-Ritz theorem, the minimization problem of (8) can be solved by the matrix $H$, which contains the first $c$ eigenvectors of $L$ [8]. The eigengap heuristic, defined as the maximum possible difference between two consecutive eigenvalues, is used to determine the optimal value of $c$. The set of genes is partitioned into $c$ clusters, using the spectral clustering algorithm reported in [7].

S5 Description of Data Sets Used

Four colon cancer gene expression data sets, namely, GSE25070, GSE44861, GSE10950 and GSE24514, obtained from the NCBI GEO repository [9] are used in the present study, along with the human protein interactions derived from the STRING 3.0 database [10].

1) GSE25070: It is the gene expression data retrieved from study of Hinoue et al. [11]. The data set contains the gene expression profiles of 26 colorectal tumors matched histological to normal adjacent colonic tissue samples. Illumina Ref-8 whole-genome expression BeadChip with 24526 probes corresponding to 18491 genes was used to obtain the gene expression profiles.

2) GSE44861: It is a gene expression data from the tissues of colon cancer patients, which is obtained using the Affymetrix HT Human Genome U133A Array. It contains the expression profiles of 111 colonic samples that were obtained from 56 tumors and 55 adjacent noncancerous tissues. It contains the
expression profiles for 22277 probes that correspond to 13496 genes [12].

3) GSE10950: It is the gene expression data put forward by Jiang et al. [13]. It compares the expression profiles of 24 colon tumor tissues to histological matched normal tissue samples. The Illumina humanRef-8 v2.0 expression beadchip, which comprises of 22185 probes corresponding to 18197 genes, was used to extract the expression profiles.

4) GSE24514: It is the gene expression data of human MSI colorectal cancer and normal colonic mucosa, prepared by Alhopuro et al. [14] using the Affymetrix Human Genome U133A Array. It contains the expression profiles of 34 MSI colorectal cancers and 15 normal colonic mucosas. The Affymetrix array contains the expression data for 22283 probes, which map to 12985 genes.

5) STRING 3.0: It is a large online database resource providing both experimental and predicted protein interactions, along with a confidence score. The nodes in the graph correspond to proteins, while edge denotes the association between two proteins. Experimental repositories, computational prediction methods, etc., have been used to derive direct and indirect interactions. The confidence in any interaction represents the probability with which a pair of nodes may be present together in a metabolic process. The confidence in the interaction between two proteins is used as the weightage of each interaction in the current study.

Each microarray data set is pre-processed by standardizing each sample to zero mean and unit variance. The genes that are common to both the PPI network and gene expression data only are further considered. It has been observed that GSE25070, GSE44861, GSE10950 and GSE24514 have 12475, 10364, 13008 and 10413 genes, respectively, in common with the PPI network. The present study is based on the assumption that disease-associated genes are differentially expressed and closely connected to each other. So, the genes with a low variance, low differential expressibility and weak connectivity are discarded from the gene sets obtained above. The genes that have a variance below 0.5% of the maximum variance in the set are discarded from further consideration. In order to remove genes that exhibit poor differential expressibility and low connectivity in the PPI network, their average relevance and average degree of connectivity are considered as thresholds. Hence, the genes that have both their relevance and degree below the thresholds are discarded from further processing. Thus, it leads to the generation of a reduced set of 5485, 5859, 7901 and 5706 genes for GSE25070, GSE44861, GSE10950 and GSE24514 data, respectively. The gene sets obtained after pre-processing the data sets are used for the generation of individual networks and learning the final unified network.

S6 EXPERIMENTAL RESULTS AND DISCUSSION

This section presents the performance of different algorithms, in terms of cellular components (CC) and molecular functions (MF) of gene ontology (GO). The biological significance for the generated set of genes is analyzed using the ClueGO v1.8 [15]. ClueGO computes enrichment score for the GO terms identified, based on hypergeometric distribution. The significance of any GO term to a group of genes is represented using the corrected p-value. A lower p-value denotes a higher significance of annotated term.

The proposed gene prioritization algorithm is based on a non-linear graph fusion approach, termed as ScaNGraf, and a new measure, called IoG. So, the performance of the proposed ScaNGraf is compared with that of the individual affinity networks as well as SNF [16]. A comparative study of the potential disease genes, predicted using the complete and reduced set of genes, is also undertaken to establish the importance of extracting a reduced set of effective genes from the learned affinity network. The proposed gene selection criterion and the IoG measure are extensively studied to establish their efficiency in curating potential disease genes.

Table S1 reports the comparative study between the gene sets curated using the individual affinity networks, SNF and ScaNGraf based learned affinity networks. Extensive analysis of Table S1 shows that the proposed ScaNGraf annotates to disease causing CC and MF terms with the lowest p-values using the four cancer data sets. The individual networks and the SNF based network also annotate to CC and MF terms with significantly low p-values. Careful analysis of the results reported in Table S1 establishes the superiority of the two non-linear graph fusion approaches over the individual affinity networks. The improvement can be attributed to the fact that the complementary information, provided by the individual affinity networks, is integrated into the learned functional similarity networks. The analysis of the reported results establishes the improvement obtained using the ScaNGraf based network over the individual and SNF based affinity networks.

Table S1 compares the performance of the genes curated using the full and reduced set of genes. Extensive analysis of Table S1 shows that the proposed reduced set based approach annotates to disease-associated MF terms with the lowest p-values using each of the four data sets. Table S1 also reports the comparative study between the proposed criterion (IoG+FS) and the two related criteria, namely, relevance and IoG. Careful analysis of the results show that the proposed criterion annotates to disease associated CC and MF terms with the lowest p-values. The table also establishes the importance of the IoG criterion by annotating to disease-associated CC and MF terms with significantly low p-values.

Finally, Table S2, compares the performance of the proposed algorithm with that MR+PPIN [17], mRMR+PPIN [5], MRM5+PPIN [18], RelSim [6], SiFS [2], CPR [19], CLAIM [20], PeC [21], and two different models of NGP [22], namely, NGP-ND and NGP-NR with respect to CC and MF terms. Careful analysis of the results shows that the CC and MF terms annotated by the proposed algorithm bear a much relevant association to the disease. Moreover, the proposed algorithm annotates to these terms with a significantly lower p-value.
S7 Biological Significance Analysis of Annotated Terms

The present section reports a detailed biological significance based analysis of different BP, MF and KEGG pathway terms annotated by the proposed algorithm.

S7.1 Annotated BP Terms

The biological analysis of the BP terms annotated by the proposed algorithm is discussed below:

- **Response to oxygen-containing compound**: The presence of oxygen containing compounds has been shown to cause protein dysfunction and DNA damage, leading to gene mutations and cell death. It also activates signaling pathways, such as NF-κB and p38 MAPK, to affect cell proliferation, differentiation, and apoptosis [23].

- **Regulation of cell motility**: It indicates that the selected genes play an active role in promoting cancer cell metastasis through MMPs that regulate cell invasion and motility. They also activate the Wnt-signaling pathway, which leads to proliferation in the intestinal stem cells [24].

- **Regulation of cellular component movement**: This denotes that the set of selected genes acts as key regulators in early phases of tumor growth by controlling the Wnt pathway, which is an important regulator of cell proliferation. Movement of the cellular components is mostly caused due to cell division, which triggers malignancy in tumors, followed by metastases [25].

- **Regulation of cell proliferation**: The genes selected using the proposed approach annotate to the term, thereby indicating their role in the growth of cell population or tumor growth. Genes, like SOX2 and TRIM52 are known to be actively involved in the colorectal cancer cell proliferation through the STAT3 signaling pathway [26].

S7.2 Annotated MF Terms

The biological analysis of different MF terms annotated by the proposed algorithm is described as follows:

- **Cytokine receptor binding**: The role of cytokines in growth and progression of breast cancer cells has been established in [27]. The study has shown that cytokines on breast cancer cell lines are actively involved in decreased cell-cell association with increased cellular motility, inhibition of cellular proliferation and several morphological changes like cell elongation and decrease in inter-cellular adhesion.

- **Transcription factor binding**: The genes selected using the GSE44861 data set play active role in the dysregulation of transcription factors, which are known to be actively involved in the growth and progression of colorectal cancer cells. Binding of the transcription factors to their receptors is important in order to suppress the proliferative and pro-apoptotic growth in the tumors. Thus, dysregulation of the
binding mechanism has been shown to adversely affect normal cell functioning [28].

- **RNA polymerase II transcription factor activity, sequence-specific DNA binding:** In [29], it has been shown that transcription factors play an important role in the regulation of genes, like MACC1 and BTF3. RNA polymerase II binds to the promoter of MACC1, which regulates the transcriptional regulation of the receptor tyrosine kinase gene. The transcription process plays an important role in colorectal cancer progression and metastasis.

**S7.3 Annotated KEGG Pathways**

A detailed analysis of the KEGG pathway terms annotated by the proposed algorithm is described next.

- **TNF signaling pathway:** The genes selected using the proposed algorithm play an active role in regulating the TNF levels in colon cancer cells. The different variants of TNF have been shown to play an active role in inducing tumor cell apoptosis and accelerating tumor invasion and metastasis. They are also known to regulate colon cancer cell migration and invasion by upregulating the levels of TROP-2 protein [30].

- **Pathways in cancer:** It denotes that the genes selected using the proposed algorithm are involved in various pathways that regulate the growth and progression of cancer.
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