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In this article, the genetic algorithm with elitist model (EGA) is modeled as a finite state Markov chain. A state in the Markov chain denotes a population together with a potential string. Proof for the convergence of an EGA to the best chromosome (string), among all possible chromosomes, is provided here. Mutation operation has been found to be essential for convergence. It has been shown that an EGA converges to the global optimal solution with any choice of initial population.
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1. INTRODUCTION

Genetic algorithms (GAs) are stochastic search methods based on the principles of natural genetic systems.\textsuperscript{5,8,10} They perform a multidimensional search in providing an optimal solution for evaluation (fitness) function of an optimization problem. GAs are empirically found to provide global near optimal solutions of various complex optimization problems in the fields of operations research, VLSI design, pattern recognition, image processing etc.\textsuperscript{1,2,11,13,15}

While solving an optimization problem using GAs, each solution is coded as a string (called "chromosome") of finite length over a finite alphabet \( A \). Each string or chromosome is considered as an individual. A collection of \( M \) (\( M \) is finite) such individuals is called a population. GAs start with a randomly generated population of size \( M \). In each iteration, a new population of the same size is generated from the current population using three basic operations on the individuals of the population. The operators are (i) Reproduction/Selection, (ii) Crossover and (iii) Mutation.

The new population obtained after selection, crossover and mutation is then used to generate another population. Note that the number of possible populations is always finite since \( A \) is a finite set and \( M \) is finite. Sometimes the knowledge about the best string obtained so far is preserved within the population. Such a model is called a genetic algorithm with an elitist model or EGA. This paper deals with the convergence of the genetic algorithms with an elitist model (EGAs).

No stopping criterion, which ensures the optimality, is available in the literature.\textsuperscript{2,5,6,8,10} Usually, GAs run for a fixed number "nogen" of iterations or terminate if no improvement is found for a fixed number of iterations. The termination conditions do not ensure the convergence of the process to the global optimal solution. It is also not known whether the optimal solution can at all be reached.
Some theoretical aspects of genetic algorithms are studied in the literature. The results rely mainly on string representation of solutions and on the notion of a schema. Vose interpreted GAs as constrained random walks and generalized the concept of schemata. There are other papers also on the analysis of schema distribution and deceptive problems.

Davis and Principe introduced a Markov chain genetic algorithm model and derived some theoretical results related to the convergence of GAs. They have provided the theory for the existence of the stationary distribution for the transition from one population to another when mutation probability is assumed to be a positive ($> 0$) constant. They have also provided the sufficient condition, analogous to the simulated annealing, on the mutation probability parameter sequence to ensure that the non-stationary algorithm achieves limiting distribution. But the proof for convergence of genetic algorithms to the global optimal solution has not been provided.

In this paper, we have shown that an EGA (genetic algorithm with an elitist model) can be viewed as a Markov chain. It has been shown mathematically that the EGAs eventually converge to the global optimal solution (in the sense of best among all possible individuals) if mutation is performed with a positive ($> 0$) probability.

The basic principles of genetic algorithms with an elitist model are provided in the next section. The mathematical modeling of EGAs and their convergences are discussed in Secs. 3 and 4.

2. BASIC PRINCIPLES OF GENETIC ALGORITHMS

In each iteration $t$, a genetic algorithm starts with a population of potential solutions in the form of chromosomes or strings, $P(t) = \{S_1^{(t)}, S_2^{(t)}, \ldots, S_M^{(t)}\}$. Each string $S_i^{(t)}$ is evaluated to give some measure of its fitness in terms of fitness function $f(x)$. A mating pool (a tentative new population) is formed by selecting the potential (more fit) individuals from $P(t)$. Members of this population undergo reproduction by means of crossover and mutation operations to form a new population of solutions for the next iteration.

A genetic algorithm for a particular problem is described here, considering a problem of maximizing a function $f(x)$, $x \in D$ where $D$ is a finite set. The problem here is to find $x_{opt}$ such that

$$f(x_{opt}) \geq f(x); \forall x \in D.$$  

Note that $D$ is a discrete domain since $D$ is finite. It can also be a subset of any finite dimensional space. In general, if $\delta$ is the number of parameters to be found using GA and $A_i$ represents the finite set of possible values of the $i$th parameter then $D = A_1 \times A_2 \times \ldots \times A_9$.

2.1. Chromosomal Representation and Initial Population

A string over a finite set of alphabet $\mathcal{A} = \{\alpha_1, \alpha_2, \ldots, \alpha_e\}$ is used as a chromosomal representation of the solution $x$. The length ($L$) of the strings depends on the
required precision of the solution. Each string $S$ corresponds to a value $x$ in $D$ and
is of the form

$$ S = (\beta_L \beta_{L-1} \ldots \beta_2 \beta_1); \quad \beta_i \in A, \forall i. $$

For example, if we consider $A = \{0, 1\}$ then a binary string of length $L$ is a
chromosomal or string representation of a solution.

The total number of strings (i.e. the number of different values for the variable $x$) is $a^L$. GAs find the best (optimal) string among these $a^L$ strings. It is also to
be noted that the total number of strings (i.e. $a^L$) varies with $L$. In other words, a
higher value of $L$ corresponds to a bigger size of domain $D$. Hence, if $x$ belongs to
an interval $[w_1, w_2]$ (i.e. the domain is not discrete) then the choice of $L$ inherently
provides a measure of precision for the solution. A random sample of size $M$ is
drawn from $a^L$ strings/chromosomes to form the initial population.

2.2. Fitness Function

As mentioned earlier, the evaluation function plays the role of environment and it ranks the solutions in terms of their fitnesses. Evaluation or fitness function $f(S)$ for
a string $S$ is equivalent to the function $f$

$$ f(S) = f(x). $$

where the string $S$ corresponds to $x$.

2.3. Genetic Operators

In every iteration, we evaluate each chromosome of the population using $f(S)$. Then,
a mating pool is generated using selection and the chromosomes of the mating
pool undergo crossover and mutation. Moreover, it is customary to preserve the
knowledge of the best chromosome obtained so far during the process.

Selection: This operation is an artificial version of natural selection, a Darwinian
survival of the fittest among string creatures. In this process, individual strings of
the current population are copied into a mating pool with respect to the empirical
probability distribution based on their fitness function values. In this paper we have
considered the following strategy (Gen-Pool) for generating the mating pool.

- Calculate the fitness value $f(S)$ for each chromosome $S_j (i = 1, 2, \ldots, M)$.
- Find the total fitness of the population $F = \sum_{i=1}^{M} f(S_i)$.
- Calculate the probability $g_i$ of selection for $S_i (i = 1, 2, \ldots, M)$ $g_i = \frac{f(S_i)}{F}$
- Calculate cumulative probability $G_i$ for $S_i (i = 1, 2, \ldots, M)$ $G_i = \sum_{j=1}^{i} g_j$.

Now, the selection of $M$ strings for the mating pool is performed in the following
way. For $j = 1, 2, \ldots, M$,

- generate a random number $rde_j$ from $[0,1]$,
- if $rde_j \leq G_1$, then select $S_1$; otherwise select $S_i (2 \leq i \leq M)$ if $G_{i-1} < rde_j \leq G_i$. 

In this process some chromosomes would be selected more than once and the chromosomes with low fitness values would generally die off. Several other strategies for the generation of mating pool are available in the literature.\textsuperscript{8,10}

Crossover: Crossover operation exchanges information between two potential strings and generates two offsprings for the next population. Let $p$ be the probability that a given pair of chromosomes take part in the crossover operation. Then the crossover operation between two chromosomes

$$\beta = (\beta_L \beta_{L-1} \ldots \beta_2 \beta_1)$$

and

$$\gamma = (\gamma_L \gamma_{L-1} \ldots \gamma_2 \gamma_1)$$

is performed in the following way:

Generate randomly an integer position $pos$ from the range of $[1, L - 1]$. Then two chromosomes $\beta$ and $\gamma$ are replaced by a pair $\beta'$ and $\gamma'$ where

$$\beta' = (\beta_L \beta_{L-1} \ldots \beta_{pos} \gamma_{pos+1} \ldots \gamma_2 \gamma_1)$$

and

$$\gamma' = (\gamma_L \gamma_{L-1} \ldots \gamma_{pos} \beta_{pos+1} \ldots \beta_2 \beta_1).$$

Crossover operation on the mating pool of size $M$ ($M$ is even) can be performed several ways. One of the ways is described below:

- Choose two strings (a pair) randomly from $M$ strings. Choose again a pair of strings from the remaining $(M - 2)$ strings. Repeat this process until $\frac{M}{2}$ pairs are obtained.
- For each pair of strings, generate a random number $\text{rnd}$ from $[0, 1]$. If $\text{rnd} \leq p$ perform crossover; otherwise no crossover is performed.

The crossover operation between two strings, as stated above, is performed at one position. This is referred as single point crossover.\textsuperscript{10} Some other forms of crossover operation are also available in the literature\textsuperscript{8,10} like multiple point, shuffle and uniform crossover. However, in this paper, we are going to deal with the single point crossover operation.

Mutation: Mutation is an occasional random alteration of a character position. It is performed on each character with the probability $q(> 0)$. Every character $\beta_i$, $i = 1, 2, \ldots, L$ in each chromosome (generated after crossover) has an equal chance to undergo mutation. Mutation is performed in the following way: For every character $\beta$, at the $i$th position in a chromosome,

- Generate a random number $\text{rnd}$ from $[0, 1]$.
- If $\text{rnd} \leq q$, mutate the character $\beta_i$ by replacing it with one of the randomly selected members of the set $(A - \{\beta_i\})$.

Note that, any string can be generated from any given string by mutation operation. This result is stated in the form of the following lemma.
Lemma 1: Probability of generating any string \( S_1 \), from a given string \( S_2 \) is greater than zero and its value is \( \left( \frac{2}{n+1} \right)^\nu (1 - q)^{L - \nu} \), where \( \nu (0 \leq \nu \leq L) \) is the number of places where those two strings have distinct characters.

**Proof:** Trivial

Note that \( q \), in general, is taken to be less than \( \frac{2}{n+1} \) and hence the minimum probability of obtaining any string from any given is \( \left( \frac{2}{n+1} \right)^L \); that is, mutation needs to be performed at every character position of the given string.

The knowledge about the best string obtained so far is usually preserved within the population. The best string of the current population is copied into the new population by replacing the worst if the fitness values of all individuals in the new population is less than the previous best. In this paper, genetic algorithms with this strategy i.e., maintaining the best string within the population are referred as *genetic algorithms with elitist model* or *EGA*. The basic steps in an *EGA* is described below.

**EGA:**

1. Generate an initial population \( Q \) of size \( M \) and calculate the fitness value of each string \( S \) of \( Q \).
2. Find the best string \( S_{cur} \) of \( Q \). If the best strings are not unique, then call anyone of the best string is \( Q \) as \( S_{cur} \).
3. Construct the mating pool using Gen-Pool [\( S_{cur} \) belongs to \( Q \)]. Perform crossover and mutation operations on the strings of the mating pool and obtain a population \( Q_{tmp} \).
4. Compare the fitness value of each string \( S \) of \( Q_{tmp} \) with \( S_{cur} \). Replace the worst string of \( Q_{tmp} \) with \( S_{cur} \) if the fitness value of each string of \( Q_{tmp} \) is less than \( fit(S_{cur}) \); otherwise no replacement takes place in \( Q_{tmp} \). Rename \( Q_{tmp} \) as \( Q \).
5. Go to Step 2.

Note: Steps 3, 3 and 4 together make an iteration.

It is to be mentioned here that, one can make other strategies to preserve the best string, obtained so far, in the population. For example, the best string is copied into the population in place of the worst offspring irrespective of the fitness function values of all the offspring or it is copied in place of the worst if the fitness function value of the worst offspring is less than that of the previous best.

2.4. Genetic Parameters

The values for the genetic parameters \( L \), \( M \), \( p \) and \( q \) have to be chosen “properly” before performing those operations. The value of \( L \) depends on the required precision of the solution (as stated earlier). It has already been stated that \( M \) is taken as an even integer. No guidelines exist in the literature for choosing the “appropriate” value of \( M \). Nevertheless any even integer value for \( M (\geq 2) \) will serve the purpose of this article. This paper deals with the single point crossover and the probability
(p) of performing a crossover operation is taken to be any value between 0.0 and 1.0. The mutation probability q is taken to be in the interval \( (0, \frac{a-1}{a}) \). It is also assumed in this paper that the crossover and mutation probabilities \((p, q)\) remain fixed during the process.

In an iteration, the genetic operations are performed on a population and they result in a new population. In the next iteration, the new population will be subjected to these operations and the process goes on. A genetic algorithm is said to converge to a global optimal string if the probability of reaching a population containing an optimal string goes to one as the number of iterations goes to infinity.

Note that, if genetic algorithms are, at all, useful for optimization problems then they should converge to an optimal solution. This convergence to an optimal solution should not be dependent upon the choice of the initial population. In order to prove the convergence, we have modeled the process in a genetic algorithm as a Markov chain. The model is similar to that of Davis and Principe.6

3. MATHEMATICAL MODELLING OF EGA

Strings of length \( L \) are considered over a finite alphabet \( \mathcal{A} = \{ \alpha_1, \alpha_2, \ldots, \alpha_a \} \) to represent a solution and hence the number of possible strings is \( a^L \), where \( a = |\mathcal{A}| \) is the cardinality of \( \mathcal{A} \). Let \( S \) be the collection of all such strings \( S \). The number of strings in \( S \) is finite and each string has a fitness value in terms of fit. So there exists an ordered relation between any two of them. More specifically, given two strings \( S_1, S_2 \in S \) there exists exactly one of the following relations:

\[
\begin{align*}
\text{fit}(S_1) &> \text{fit}(S_2) \\
\text{fit}(S_1) &= \text{fit}(S_2) \\
\text{fit}(S_1) &< \text{fit}(S_2).
\end{align*}
\]

3.1. Classification of Strings

Let \( C = \{ \text{fit}(S) \mid S \in S \} \). The number of elements in \( C \) is less than or equal to \( a^L \), since the cardinality of \( S \) is \( a^L \). Let the number of elements in \( C \) be \( s \) \((s \leq a^L)\). Then \( C \) can be written as

\[
C = \{F_1, F_2, \ldots, F_s\}, \text{ where } F_1 > F_2 > \cdots > F_s.
\]

This immediately gives us the opportunity to partition \( S \) into a collection of non-empty subsets \( \{S_i\} \) where

\[
S_i = \{S : S \in S \text{ and \text{fit}(S) = } F_i\} \quad \forall i = 1, 2, \ldots, s.
\]

Let the number of elements of \( S_i \) be \( u_i \) then \( \sum_{i=1}^{s} u_i = a^L \). It is clear that

\[
S_i \neq \emptyset, \quad \forall i = 1, 2, \ldots, s; \quad S_i \cap S_j = \emptyset \quad \text{and} \quad \bigcup_{i=1}^{s} S_i = S.
\]
Thus for any two strings \( S_i \in S \) and \( S_j \in S \):

\[
\text{fit}(S_i) > \text{fit}(S_j) \quad \text{if} \quad i < j,
\]

\[
\text{fit}(S_i) = \text{fit}(S_j) \quad \text{if} \quad i = j
\]

and

\[
\text{fit}(S_i) < \text{fit}(S_j) \quad \text{if} \quad i > j.
\]

This partition enables us to classify all the strings \( S \in S \) so that \( S_1 \) consists of all strings which produce the highest possible fitness value \( F_1 \). Similarly, \( S_2 \) consists of all strings which produce the second highest fitness value \( F_2 \) and so on.

3.2. Partitioning of Populations

A population \( Q \) is a collection of \( M \) strings, where each string is taken from \( S \). Note that \( Q \) may contain multiple copies of one or more strings. In particular, \( M \) copies of a single string may constitute a population. In general we shall define a population \( Q \) in the following way:

\[
Q = \{ S_1, S_1, \ldots, (\sigma_1 \text{ times}), S_2, S_2, \ldots, (\sigma_2 \text{ times}), \ldots, S_\xi, S_\xi, \ldots, (\sigma_\xi \text{ times}) : S_i \in S; \\
\sigma_i \geq 1; \text{ for all } i = 1, 2, \ldots, \xi; S_i \neq S_j, \text{ for all } i \neq j; \text{ and } \sum_{i=1}^{\xi} \sigma_i = M \}.
\]

Two populations \( Q_1 \) and \( Q_2 \) are, intuitively, equal if both of them contain the same number of copies of the same string. Thus the definition for equality of two populations can be written as:

**Definition 1:** Two populations \( Q_1 \) and \( Q_2 \) are said to be equal if for each \( S_i \in Q_1 \) and \( S_1 \) appears \( \sigma_1 \) times in \( Q_1 \) \( \iff \) \( S_1 \in Q_2 \) and \( S_1 \) appears \( \sigma_1 \) times in \( Q_2 \).

In other words, if two populations \( Q_1 \) and \( Q_2 \) are equal then both contain \( \sigma_i \) copies of string \( S_i \) for all \( i = 1, 2, \ldots, \xi; \xi \leq M \) such that \( \sum_{i=1}^{\xi} \sigma_i = M \). For example,

\[
Q_1 = \{ S_1, S_1, S_2, S_2 \} \neq Q_2 = \{ S_1, S_2, S_2, S_2 \}.
\]

\[
Q_1 = \{ S_1, S_1, S_2, S_2 \} = \{ S_1, S_1, S_1, S_2 \} = \{ S_2, S_1, S_2, S_1 \}.
\]

From the above definition, the total number of distinct populations is \(^6\):

\[
\mathcal{N} = \binom{a^\xi + M - 1}{M}.
\]

Let \( Q \) be the collection of all such distinct populations, i.e., if \( Q \) is a population then \( Q \in \mathcal{Q} \).

Let us now define the fitness function value of a population, denoted by \( \text{fit}(Q) \) in the following way:

**Definition 2:** \( \text{fit}(Q) = \max_{S \in Q} \text{fit}(S) \).
Note that $F_i \leq f_{mut}(Q) \leq F_i$, for all $Q \in Q$. Thus one can consider the collection of populations having the same fitness function value as a set. It may be denoted by $E_i$, $i = 1, 2, \ldots, s$ and can be formally defined as:

$$E_i = \{ Q : Q \in Q \text{ and } f_{mut}(Q) = F_i \} \quad i = 1, 2, \ldots, s.$$ 

In other words,

$$E_i = \{ Q : Q \in Q \text{ and there exists at least one string } S \in Q \text{ such that } f_{mut}(S) = F_i \}$$

and

$$E_i = \{ Q : Q \in Q \text{ and there exists at least one string } S \in Q \text{ such that } f_{mut}(S) = F_i \text{ and } S \in Q \implies S \in (\cup_{j=1}^{i-1} S_j) \} \quad i = 2, 3, \ldots, s.$$ 

Proposition 1: $E_i \cap E_j = \emptyset$, for $i \neq j$ and $\cup_{i=1}^{s} E_i = Q$.

Proof: Follows from the definition of $E_i$'s.

Note that, from Proposition 1, $E_i$'s define a partition on $Q$.

Let $e_i (\geq 0)$ be the number of populations in $E_i$ and hence $\sum_{i=1}^{s} e_i = N$. Let $Q_{ij}$ be the $j$th population of $E_i$; $j = 1, 2, \ldots, e_i$ and $i = 1, 2, \ldots, s$; i.e., in other words, any population in $Q$ is represented as $Q_{ij}$ for some $i$ and $j$.

3.3. Transitions Between Two Populations

In any iteration or generation, the genetic operators (selection, crossover and mutation) create a population $Q_{kl}$, $l = 1, 2, \ldots, e_k$ and $k = 1, 2, \ldots, s$; from some $Q_{ij}$. Since in the present process we are preserving the previous best in the population, the genetic operators cannot generate a population $Q_{kl}$ from $Q_{ij}$, if $k > l$. Because the fitness value of the new population is at least $f_{mut}(Q_{ij}) = F_i$. The creation of a population $Q_{kl}$ from $Q_{ij}$ can be viewed as a transition from $Q_{ij}$ to $Q_{kl}$.

Let $p_{ij,kl}$ be the probability that the genetic operators result in the population $Q_{kl} \in E_k$ from $Q_{ij} \in E_i$, $j = 1, 2, \ldots, e_i$; $l = 1, 2, \ldots, e_k$; $i, k = 1, 2, \ldots, s$. Let $p_{ij}$ denote the probability of transition from $Q_{ij}$ to any population in $E_k$. This can be obtained by summing $p_{ij,kl}$ over $l$, i.e.,

$$p_{ij} = \sum_{l=1}^{e_i} p_{ij,kl}; \quad j = 1, 2, \ldots, e_i; \quad i, k = 1, 2, \ldots, s.$$ 

Hence,

$$\sum_{k=1}^{s} p_{ij,k} = 1; \quad \text{for all } j = 1, 2, \ldots, e_i \text{ and } i = 1, 2, \ldots, s.$$ 

Now we are in a position to state the following theorem.
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Theorem 1: For all $j = 1, 2, \ldots, e$, and $i = 1, 2, \ldots, s$:

$$p_{ij} > 0 \quad \text{if } k \leq i$$

$$= 0 \quad \text{otherwise}.$$

Proof: $Q_{ij} \subset E_i$ if there exists at least one string $S_0$ such that $fit(S_0) = F_i$ and $S \in Q_{ij} \iff S \in (\bigcup_{l=1}^{t} S_l)^{c} = \bigcup_{l=1}^{t} S_l$.

Let $Q = \{S_m : m = 1, 2, \ldots, M\}$ be a population generated using the genetic operators on $Q_{ij}$. Note that, the best string $S_0 \in Q_{ij}$ ($fit(S_0) = F_i$) is copied in the generated population $Q$ if the fitness values of all the generated offspring are less than $F_i$, and hence

$$\max_m fit(S_m) \geq F_i.$$

This implies $p_{ij, kl} = 0$ for all $i = 1, 2, \ldots, e_k$ if $k > i$, and consequently

$$p_{ij, k} = \sum_{l=1}^{t} p_{ij, kl} = 0; \quad \forall k > i.$$

Now for $k \leq i$, consider a population, say $Q_{kl}$, which contains $M$ copies of a string $S'$ such that $fit(S') = F_k$. Since $k \leq i$, $fit(S) \leq fit(S')$ for all $S \in Q_{ij}$. If all the strings $S \in Q_{ij}$ are changed to $S'$ by the genetic operators then we will not copy $S_0$, the best string of $Q_{ij}$, in the new population. We will show that the probability of such a transition is greater than 0. It is clear that the probability will be minimum (since $0 < q \leq \frac{a-1}{a}$) if we need to mutate each character of each string present in $Q_{ij}$ after the selection and crossover operations. Since there are $ML$ characters in a population, the minimum probability to obtain $Q_{kl}$ from $Q_{ij}$ is $(\frac{q}{a-1})^{ML}$, i.e.,

$$p_{ij, kl} \geq (\frac{q}{a-1})^{ML}.$$

Let $Q_{kl} \subset E_k$ where $l_k \neq l$ then $p_{ij, kl} \geq (\frac{q}{a-1})^{ML}$ (by using a similar argument). Hence,

$$p_{ij, k} = \sum_{l_1=1}^{e_k} p_{ij, kl_1} \geq \sum_{l_1=1}^{e_k} \min_{l_1} p_{ij, kl_1} \geq e_k \left( \frac{q}{a-1} \right)^{ML} > 0, \quad \forall k \leq i.$$

It follows from the above theorem that there is always a positive ($> 0$) probability to result in one of the populations $Q_{kl}$ of $E_k$ from $Q_{ij} \in E_i$, if $k \leq i$ and zero probability if $k > i$. Thus, in particular, once GAs enter a population $Q \in E_i$ they will always be in $E_i$, i.e., they will never go out of $E_i$.

Figure 1 depicts a clear view of transitions in a genetic algorithm with elitist model (EGA). Here each node $E_i$, $i = 1, 2, \ldots, s$ represents a collection of states (populations) which contain at least one string $S$ of $S_i$. The nodes are connected by directed links as shown in the figure. Each connection indicates that there exists a positive ($> 0$) transition probability, i.e., chance of reaching to a state of a node.
$E_i$ in iteration $t + 1$ from a state $Q_{ij} \in E_i$ in $t$th iteration. Thus the process of transitions from one population to another can be viewed as a Markov chain.

4. MARKOV CHAIN AND EGA

4.1 EGA as a Markov Chain

It is clear from Sec. 3 that one can consider any population $Q_{ij}$ as a state of a Markov chain. Let $\eta_{ij}$ be the probability of occurrence of the population $Q_{ij}$; $j = 1, 2, \ldots, e_i$; and $i = 1, 2, \ldots, s$ at the initial step. Then for a GA,

$$\eta_{ij} \geq 0; \quad \text{for all } j = 1, 2, \ldots, e_i; \quad i = 1, 2, \ldots, s,$$

and

$$\sum_{i=1}^{s} \sum_{j=1}^{e_i} \eta_{ij} = 1. \quad (1)$$

The probabilities $p_{ij \leftarrow kl}$ in Sec. 3, represent the transition probabilities from population $Q_{ij}$ to $Q_{kl}$ (or the transition from the state "$ij$" to the state "$kl$"). The populations of a GA together with $\{\eta_{ij}\}$ and the conditional probabilities $p_{ij \leftarrow kl}$ constitute a Markov chain.\footnote{\textsuperscript{7}} In order to denote the transition probability matrix for this Markov chain, let us order the states as $Q_{11}, Q_{12}, \ldots, Q_{1e_1}, Q_{21}, Q_{22}, \ldots, Q_{2e_2}, \ldots, Q_{e_1}, Q_{e_2}, \ldots, Q_{es}$. The number of rows (or columns) in the transition probability matrix $P$ is $N$. Every element of $P$ is $p_{ij \leftarrow kl}$, which denotes the probability of transition from $Q_{ij}$ to $Q_{kl}$. Let $P_{ij \leftarrow kl}^{(n)}$ be the probability that GA results in $Q_{kl}$ at the $n$th step given that the initial state is $Q_{ij}$; then the $n$-step transition probability matrix $P^{(n)}$ is $P^n$.\footnote{\textsuperscript{7}} Let

$$P_{ij \leftarrow kl}^{(n)} = \sum_{t} P_{ij \leftarrow kl}^{(t)}, \quad (2)$$
$p_{ij,k}^{(n)}$ denotes the probability of reaching a population in $E_k$ in $n$ steps with the starting population as $Q_{ij}$.

In a Markov chain, a set $C$ of states is said to be closed if no state outside $C$ can be reached from any state in $C$.\(^7\) Note that, no state or population outside $E_1$ can be obtained using genetic operators from any state $Q \in E_1$ (Theorem 1) and hence the following result:

**Result 1:** $E_1$ is closed.

To show the convergence of GAs to a global optimal solution it is sufficient to show that starting from any state $Q_{ij}$, GAs eventually result in one of the states $Q_{ij}; l = 1, 2, \ldots, e_i$ of $E_1$. In other words, as $n$ goes to infinity, $p_{ij,k}^{(n)} \to 0 \forall k \geq 2$ and for all $i$ and $j$.

**Theorem 2:** For an EGA with the probability of mutation $q \in (0, \frac{3}{5}]$,

$$\lim_{n \to \infty} p_{ij,k}^{(n)} = 0 \text{ for } 2 \leq k \leq s; \forall j = 1, 2, \ldots, e_i \text{ and } i = 1, 2, \ldots, s.$$ 

Hence, $\lim_{n \to \infty} p_{ij,1}^{(n)} = 1 \forall j = 1, 2, \ldots, e_i \text{ and } i = 1, 2, \ldots, s$.

**Proof:** It is known that $p_{ij,k}^{(n)} \geq 0$ and $p_{ij,1} > 0$ for all $j = 1, 2, \ldots, e_i$ and $i = 1, 2, \ldots, s$ (from Theorem 1).

Let

$$\max_{i,j} (1 - p_{ij,1}) = \delta. \quad (3)$$

Note that $\delta < 1$ since $\min_{i,j} p_{ij,1} > 0$. Now,

$$\sum_{k \neq 1} p_{ij,k}^{(1)} = \sum_{k = 2}^{s} p_{ij,k} = 1 - p_{ij,1} \quad (4)$$

$$\sum_{k \neq 1} p_{ij,k}^{(2)} = \sum_{k = 2}^{s} \sum_{s_{i1}=1}^{s_{i1}} \sum_{s_{j1}=1}^{s_{j1}} p_{ij,s_{i1},1} p_{ij,s_{j1},k} \quad \text{(since, } p_{ij,k} = 0 \text{ for } k > 1)$$

$$= \sum_{s_{i1}=1}^{s_{i1}} \sum_{s_{j1}=1}^{s_{j1}} p_{ij,s_{i1},1} \sum_{k = 2}^{s} p_{ij,s_{j1},k} \leq \delta \sum_{s_{i1}=1}^{s_{i1}} \sum_{s_{j1}=1}^{s_{j1}} p_{ij,s_{i1},s_{j1}} \quad (\text{from } (3))$$

$$= \delta (1 - p_{ij,1}); \quad (5)$$
similarly,
\[
\sum_{i \neq 1} p_{ij}^{(2)} = \sum_{i=2}^{\infty} \sum_{i_1 \neq 1} \sum_{j_1 = 1}^{i_1} p_{i_1 j_1} p_{ij}^{(1)}
\]
\[
= \sum_{i_1 \neq 1} \sum_{j_1 = 1}^{i_1} \sum_{k=2}^{i_1} p_{i_1 j_1} p_{ij}^{(1)}
\]
\[
\leq \sum_{i_1 \neq 1} \sum_{j_1 = 1}^{i_1} p_{i_1 j_1} \delta(1 - p_{i_1 j_1}) \quad \text{(from (5))}
\]
\[
\leq \delta^n \sum_{i_1 \neq 1} \sum_{j_1 = 1}^{i_1} p_{i_1 j_1}
\]
\[
= \delta^n \sum_{i_1 \neq 1} p_{i_1 1}
\]
\[
= \delta^n (1 - p_{i_1 1})
\]
and in general, by using mathematical induction,
\[
\sum_{i \neq 1} p_{i j}^{(n+1)} = \sum_{i=2}^{\infty} \sum_{i_1 \neq 1} \sum_{j_1 = 1}^{i_1} p_{i_1 j_1} p_{ij}^{(n)}
\]
\[
\leq \delta^n (1 - p_{i_1 1})
\]
(6)

Note that \(\delta^n (1 - p_{i_1 1}) \to 0\) as \(n \to \infty\) since \(0 \leq \delta < 1\). Hence \(\sum_{i \neq 1} p_{i j}^{(n+1)} \to 0\) as \(n \to \infty\). Which, immediately implies \(\lim_{n \to \infty} p_{i j}^{(n)} = 0\) for \(2 \leq k \leq s\) for all \(i, j\). It is clear that,
\[
\lim_{n \to \infty} p_{i j}^{(n)} = \lim_{n \to \infty} \left(1 - \sum_{k \neq 1} p_{i j}^{(n)}\right)
\]
\[
= 1
\]

Following conclusions can be made from Theorem 1 (Sec 3) and Theorem 2:

- From \(Q_{i j} \in E_1\), one can at most reach to \(Q_{i j 1} \in E_1\), using genetic operators: since \(p_{i j k} = 0\) \(\forall k > 1\) and \(l = 1, 2, \ldots, e_1\).
- For any state (or population) \(Q_{i j} : i \geq 2\), \(p_{i j k}^{(n)} \to 0\) as \(n \to \infty\), \(\forall k \geq 2\). In other words, for a sufficiently large number of iterations \(Q_{i j}\) will result in \(Q_{11}\) for some \(i = 1, 2, \ldots, e_1\), i.e., the convergence to optimal string is assured with any initial population.
- The proof is independent of the crossover operation, but mutation should be performed with probability \(q > 0\). Moreover, in each iteration, the knowledge of the best string obtained in the previous iteration is preserved within the population.
• Transition probabilities from one population to another depend on the process of
generation of the mating pool. Nevertheless, these probabilities will always obey
Theorem 1 due to the mutation operation.
• The structures of $E_i$s depend on the characteristics of the fitness function. Hence
the transition probabilities vary for different fitness functions even if the string
length and the set of alphabet $\mathcal{A}$ is kept constant.
• $Q_i j$ will eventually result in a population containing the best string (or in a
population containing a best string if the number of best strings is more than
one) for all $i \geq 2$.

4.2. Example

An example is provided here which demonstrates the convergence of EGA. In this
example, a maximization problem is considered in the domain $\mathcal{D} = \{0, 1, 2, 3\}$. We
have considered $M = 2$, $l = 2$ and $A = \{0, 1\}$. The mating pool selection for the
GA is performed here using Gen-Pool. The best string of the previous population
is copied into the current one if the fitness values of all offspring are less than the
previous best.

The strings representing $x$ are $S_1 = 11$, $S_2 = 10$, $S_3 = 01$ and $S_4 = 00$. The
fitness function values are taken to be

$$fit(S_1) = 1$$
$$fit(S_2) = 4$$
$$fit(S_3) = 2$$
$$fit(S_4) = 3$$

The strings can be classified into four classes and are $S_1 = \{S_2\}$, $S_2 = \{S_4\}$, $S_3 = \{S_3\}$ and $S_4 = \{S_1\}$.

The number of populations or states is $\binom{2^2 + 2 - 1}{2} = 10$ and they are

$Q_1 = \{10, 10\}$, $Q_2 = \{10, 00\}$, $Q_3 = \{10, 01\}$, $Q_4 = \{10, 11\}$.

$Q_5 = \{00, 00\}$, $Q_6 = \{00, 01\}$, $Q_7 = \{00, 11\}$, $Q_8 = \{01, 01\}$.

$Q_9 = \{01, 11\}$, $Q_{10} = \{11, 11\}$.

The partition over the populations is given below.

$E_1 = \{Q_1, Q_2, Q_3, Q_4\}$,
$E_2 = \{Q_5, Q_6, Q_7\}$,
$E_3 = \{Q_8, Q_9\}$,
$E_4 = \{Q_{10}\}$.

We are representing here the transition probabilities as $p_{ij}$, where $i, j = 1, 2, \ldots, 10$
for convenience. The $n$-step transition probability matrices for $n = 1$ and 1024, are
given below for $p = 0.5$ and $q = 0.01$. 

\[
\begin{bmatrix}
0.960594 & 0.009999 & 0.009303 & 0.019602 & 0 & 0 & 0 & 0 & 0 \\
0.318435 & 0.667011 & 0.008056 & 0.006498 & 0 & 0 & 0 & 0 & 0 \\
0.420975 & 0.228111 & 0.311334 & 0.013880 & 0 & 0 & 0 & 0 & 0 \\
0.477896 & 0.069608 & 0.019230 & 0.342277 & 0 & 0 & 0 & 0 & 0 \\
0.000098 & 0.019406 & 0.000196 & 0.000002 & 0.960906 & 0.019506 & 0.000196 & 0 & 0 \\
0.000009 & 0.007081 & 0.004760 & 0.006048 & 0.350488 & 0.632872 & 0.004775 & 0 & 0 \\
0.000098 & 0.014555 & 0.180271 & 0.009183 & 0.540372 & 0.019506 & 0.240345 & 0 & 0 \\
0.0 & 0.000002 & 0.000196 & 0.000002 & 0.000098 & 0.019406 & 0.000196 & 0.960906 & 0.019504 & 0 \\
0.000098 & 0.000002 & 0.000196 & 0.019406 & 0 & 0.000002 & 0.000196 & 0.000098 & 0.019406 & 0.960906 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0.918654 & 0.038293 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918652 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918652 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918651 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918646 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918648 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918649 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918628 & 0.038291 & 0.014366 & 0.028921 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918632 & 0.038292 & 0.014367 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
0.918631 & 0.038292 & 0.014366 & 0.028922 & 0.000000 & 0.000000 & 0.000000 & 0.000000 & 0.000000 \\
\end{bmatrix}
\]
The figures in the above matrices are given up to 6 decimal places. It can be easily seen from the matrix $P^{(1024)}$ that $p_{i,j}^{(1024)}$ are nearly zero for all $j \geq 5$ and for all $i = 1, 2, \ldots, 10$. It can also be seen that all the rows are nearly identical in $P^{(1024)}$. From the literature on Markov chains, it follows straightforwardly that all the rows of $P^{(n)}$ are necessarily identical for sufficiently large $n$, i.e., $p_{i,j}^{(n)}$ are independent of $j$ for sufficiently large $n$. This fact ensures the convergence of the GA for the considered model $p_{i,j}^{(1024)} \approx 0$, for $j \geq 5$ means that the probability of reaching the optimal solution is 1 after 1024 iterations. Thus, the process needs to evaluate 1024 populations (or 2048 strings) for convergence, though the problem under consideration needs the evaluation of only 4 strings.

Note that for the above demonstration with string length 2 and the populations size 2, the order of the transition probability matrix is 10. If we consider $l = 3$ and $M = 4$, the order will drastically increase to 390. Since it is very inconvenient to present such a huge matrix, the above mentioned problem with small values of string length and population size is considered as an illustration.

5. DISCUSSION AND CONCLUSIONS

The proof for convergence of EGA is provided when three basic genetic operations are performed to carry out the search. Mutation, which is generally considered as a secondary genetic operation, turned out to be the most powerful tool in achieving the convergence of the process. Though we have performed single point crossover operation and incorporated Gen-Pool for generating mating pool, one can use any other variations of these operators available in the literature. The convergence for GAs with other strategies of preserving the best string (within or outside the population) can be proved similarly.

The material presented here is similar to that of Ref. 6. The process has been viewed as a Markov chain in both works. We have incorporated the fitness function in the present Markov chain model. Secondly, the preservation of the best string has also been taken into consideration. Incorporation of these two concepts enables us to show the eventual convergence of the process to a global optimal string.

The proof provided in this article is not the panacea of all the problems in GAs. Termination rules which provide near optimality mathematically, are to be found. The search process in GAs should be such that the number of strings evaluated needs to be less than the total number of strings (i.e., $a^L$). Optimal values for $M$, $p$ and $q$ depend highly on the characteristics of the fitness function and need to be found for a given $L$. The utility of crossover operation needs to be investigated theoretically.
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