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Abstract—The selection of nonredundant and relevant features of real-valued data sets is a highly challenging problem. A novel feature selection method is presented here based on fuzzy-rough sets by maximizing the relevance and minimizing the redundancy of the selected features. By introducing the fuzzy equivalence partition matrix, a novel representation of Shannon’s entropy for fuzzy approximation spaces is proposed to measure the relevance and redundancy of features suitable for real-valued data sets. The fuzzy equivalence partition matrix also offers an efficient way to calculate many more information measures, termed as \( f \)-information measures. Several \( f \)-information measures are shown to be effective for selecting nonredundant and relevant features of real-valued data sets. This paper compares the performance of different \( f \)-information measures for feature selection in fuzzy approximation spaces. Some quantitative indexes are introduced based on fuzzy-rough sets for evaluating the performance of proposed method. The effectiveness of the proposed method, along with a comparison with other methods, is demonstrated on a set of real-life data sets.

Index Terms—Pattern recognition, data mining, feature selection, fuzzy-rough sets, \( f \)-information measures.

1 INTRODUCTION

Feature selection or dimensionality reduction of a data set is an essential preprocessing step used for pattern recognition, data mining, machine learning, etc., [1], [2]. It is an important problem related to mining large data sets, both in dimension and size. Prior to analysis of the data set, preprocessing the data to obtain a smaller set of representative features and retaining the optimal salient characteristics of the data not only decrease the processing time, but also lead to more compactness of the models learned and better generalization. Hence, the general criterion for reducing the dimension is to preserve most relevant information of the original data according to some optimality criteria [1], [2].

Conventional methods of feature selection involve evaluating different feature subsets using some index and selecting the best among them. An optimal feature subset is always relative to a certain criterion. In general, different criteria may lead to different optimal feature subset. However, every criterion tries to measure the discriminability of a feature or a subset of features to distinguish the different class labels. While the distance measure is a very traditional discrimination or divergence measure, the dependence or correlation measure is mainly utilized to find the correlation between two features or a feature and a class [3]. As these two measures depend on the actual values of the training data, they are very much sensitive to the noise or outlier of the data set. On the other hand, the information measures, such as the entropy and mutual information [4], compute the amount of information or the uncertainty of a feature for classification. As the information measure depends only on the probability distribution of a random variable rather than on its actual values, it has been widely used in feature selection [4], [5].

Information measures are defined as the measures of the distance between a joint probability distribution and the product of the marginal distributions [6]. They constitute a subclass of the divergence measures, which are measures of the distance between two arbitrary distributions. A specific class of information (divergence) measures, of which mutual information is a member, is formed by the \( f \)-information (\( f \)-divergence) measures [6], [7]. Several \( f \)-information measures have been successfully used in medical image registration [7] and gene selection [8] problems, and shown to yield significantly more accurate results than mutual information.

Rough set theory [9] is a new paradigm to deal with uncertainty, vagueness, and incompleteness. It has been applied to fuzzy rule extraction, reasoning with uncertainty, fuzzy modeling, classification, feature selection, etc., [9], [10]. However, there are usually real-valued data and fuzzy information in real-world applications. Combining fuzzy and rough sets provides an important direction in reasoning with uncertainty for real-valued data sets [10], [11], [12]. Both fuzzy and rough sets provide a mathematical framework to capture uncertainties associated with the data [12]. They are complementary in some aspects. The generalized theories of rough-fuzzy and fuzzy-rough sets have been applied successfully to feature selection of real-valued data [10], fuzzy decision rule extraction, rough-fuzzy clustering [11], [13], etc.

In [10], Jensen and Shen introduced the fuzzy-rough quick reduct algorithm for feature selection of real-valued data sets. In [14], Hu et al. have used the concept of fuzzy equivalence relation matrix to compute entropy and mutual information in fuzzy approximation spaces, which can be used for feature selection of real-valued data sets. However, many useful information measures such as several \( f \)-information measures cannot be computed from the fuzzy equivalence relation matrix introduced in [14] as...
it does not provide a way to compute marginal and joint distributions directly. Also, the fuzzy-rough-set-based feature selection methods proposed in [10], [14] select the relevant features of a data set without considering the redundancy among them.

In this paper, a novel feature selection method is proposed, which employs fuzzy-rough sets to provide a means by which discrete- or real-valued noisy data (or a mixture of both) can be effectively reduced without the need for user-specified information. Moreover, the proposed method can be applied to data with continuous or nominal decision attributes, and can be applied to regression as well as classification data sets. The proposed method selects a subset of features from the whole feature set by maximizing the relevance and minimizing the redundancy of the selected features. The relevance and redundancy of the features are calculated using the $f$-information measures in fuzzy approximation spaces. Using the concept of fuzzy equivalence partition matrix, the $f$-information measures are calculated for both condition and decision attributes. Hence, the only information required in the proposed feature selection method is in the form of fuzzy partitions for each attribute, which can be automatically derived from the given data set. Several quantitative measures are introduced based on fuzzy-rough sets to evaluate the performance of the proposed feature selection method. The effectiveness of the proposed method, along with a comparison with other methods, is demonstrated on a set of real-life data.

The structure of the rest of this paper is as follows: Section 2 briefly introduces the necessary notions of rough sets and fuzzy-rough sets. In Section 3, the formulas of Shannon’s entropy are introduced for fuzzy approximation spaces with a fuzzy equivalence partition matrix. The $f$-information measures for fuzzy approximation spaces are presented next in Section 4. The proposed feature selection method based on $f$-information measures for fuzzy approximation spaces is described in Section 5. Several quantitative measures are presented in Section 6 to evaluate the performance of the proposed method. A few case studies and a comparison with other methods are presented in Section 7. Concluding remarks are given in Section 8.

## 2 Rough Sets and Fuzzy-Rough Sets

In this section, the basic notions in the theories of rough sets and fuzzy-rough sets are reported.

### 2.1 Rough Sets

The theory of rough sets begins with the notion of an approximation space, which is a pair $\langle \mathcal{U}, \mathcal{A} \rangle$, where $\mathcal{U}$ be a nonempty set (the universe of discourse), $\mathcal{U} = \{x_1, \ldots, x_i, \ldots, x_n\}$, and $\mathcal{A}$ is a family of attributes, also called knowledge in the universe. $V$ is the value domain of $\mathcal{A}$ and $\bar{f}$ is an information function $\bar{f} : \mathcal{U} \times \mathcal{A} \rightarrow V$. An approximation space is also called an information system [9].

Any subset $\mathcal{P}$ of knowledge $\mathcal{A}$ defines an equivalence (also called indiscernibility) relation $IND(\mathcal{P})$ on $\mathcal{U}$:

$$IND(\mathcal{P}) = \{(x_i, x_j) \in \mathcal{U} \times \mathcal{U} \mid \forall a \in \mathcal{P}, \bar{f}(x_i, a) = \bar{f}(x_j, a)\}.$$

If $(x_i, x_j) \in IND(\mathcal{P})$, then $x_i$ and $x_j$ are indiscernible by attributes from $\mathcal{P}$. The partition of $\mathcal{U}$ generated by $IND(\mathcal{P})$ is denoted as

$$\mathcal{U}/IND(\mathcal{P}) = \{[x_i]_\mathcal{P} : x_i \in \mathcal{U}\},$$

where $[x_i]_\mathcal{P}$ is the equivalence class containing $x_i$. The elements in $[x_i]_\mathcal{P}$ are indiscernible or equivalent with respect to knowledge $\mathcal{P}$. Equivalence classes, also termed as information granules, are used to characterize arbitrary subsets of $\mathcal{U}$. The equivalence classes of $IND(\mathcal{P})$ and the empty set $\emptyset$ are the elementary sets in the approximation space $\langle \mathcal{U}, \mathcal{A} \rangle$.

Given an arbitrary set $X \subseteq \mathcal{U}$, in general, it may not be possible to describe $X$ precisely in $\langle \mathcal{U}, \mathcal{A} \rangle$. One may characterize $X$ by a pair of lower and upper approximations defined as follows [9]:

$$\mathcal{P}(X) = \bigcup \{[x_i]_\mathcal{P} : [x_i]_\mathcal{P} \subseteq X\} \quad \text{and} \quad \mathcal{F}(X) = \bigcup \{[x_i]_\mathcal{P} : [x_i]_\mathcal{P} \cap X \neq \emptyset\}.$$

That is, the lower approximation $\mathcal{P}(X)$ is the union of all elementary sets which are subsets of $X$, and the upper approximation $\mathcal{F}(X)$ is the union of all elementary sets which have a non-empty intersection with $X$. The tuple $\langle \mathcal{P}(X), \mathcal{F}(X) \rangle$ is the representation of an ordinary set $X$ in the approximation space $\langle \mathcal{U}, \mathcal{A} \rangle$ or simply called the rough set of $X$. The lower (respectively, upper) approximation $\mathcal{P}(X)$ (respectively, $\mathcal{F}(X)$) is interpreted as the collection of those elements of $\mathcal{U}$ that definitely (respectively, possibly) belong to $X$. The lower approximation is also called positive region sometimes, denoted as $POS(\mathcal{P})$.

A set $X$ is said to be definable in $\langle \mathcal{U}, \mathcal{A} \rangle$ iff $\mathcal{P}(X) = \mathcal{F}(X)$. Otherwise, $X$ is indefinable and termed as a rough set. $BN(\mathcal{P}) = \mathcal{F}(X) \setminus \mathcal{P}(X)$ is called a boundary set.

An information system $\langle \mathcal{U}, \mathcal{A} \rangle$ is called a decision table if the attribute set $\mathcal{A} = \mathcal{C} \cup \mathcal{D}$, where $\mathcal{C}$ is the condition attribute set and $\mathcal{D}$ is the decision attribute set. The dependency between $\mathcal{C}$ and $\mathcal{D}$ can be defined as

$$\gamma_{\mathcal{C}}(\mathcal{D}) = \frac{|POS(\mathcal{C}(\mathcal{D}))|}{|\mathcal{U}|},$$

where $POS_{\mathcal{C}}(\mathcal{D}) = \bigcup \mathcal{C} X_i, X_i$ is the $i$th equivalence class induced by $\mathcal{D}$ and $|\cdot|$ denotes the cardinality of a set.

### 2.2 Fuzzy-Rough Sets

A crisp equivalence relation induces a crisp partition of the universe and generates a family of crisp equivalence classes. Correspondingly, a fuzzy equivalence relation generates a fuzzy partition of the universe and a series of fuzzy equivalence classes, which are also called fuzzy knowledge granules. This means that the decision and condition attributes may all be fuzzy [10], [12].

Let $\langle \mathcal{U}, \mathcal{A} \rangle$ represents a fuzzy approximation space and $X$ is a fuzzy subset of $\mathcal{U}$. The fuzzy $\mathcal{P}$-lower and $\mathcal{P}$-upper approximations are then defined as follows [12]:

$$\mu_{\mathcal{P}}(x_i) = \inf_i \{\max\{1 - \mu_{F_i}(x), \mu_{X}(x)\}\} \quad \forall i,$$

$$\mu_{\mathcal{F}}(x_i) = \sup_i \{\min\{\mu_{F_i}(x), \mu_{X}(x)\}\} \quad \forall i,$$

where $F_i$ represents a fuzzy equivalence class belonging to $\mathcal{U}/\mathcal{P}$ (the partition of $\mathcal{U}$ generated by $\mathcal{P}$) and $\mu_{X}(x)$ represents the membership of $x$ in $X$. Note that although the universe of discourse in feature selection is finite, this is not the case, in general, hence the use of sup and inf. These
The tuple \(<P_X, P_X>\) is called a fuzzy-rough set. This definition degenerates to traditional rough sets when all equivalence classes are crisp. The membership of an object \(x \in U\), belonging to the fuzzy positive region is

\[
\mu_{P_X}(x) = \sup_{F \in U/P} \min \{\mu_F(x), \mu_{P_X}(F_i)\},
\]

(6)

\[
\mu_{\overline{P_X}}(x) = \sup_{F \in U/P} \max \{\mu_F(x), \mu_{P_X}(F_i)\},
\]

(7)

The tuple \(<P_X, \overline{P_X}>\) is called a fuzzy-rough set. This definition degenerates to traditional rough sets when all equivalence classes are crisp. The membership of an object \(x \in U\), belonging to the fuzzy positive region is

\[
\mu_{P_X}(x) = \sup_{F \in U/P} \min \{\mu_F(x), \mu_{P_X}(F_i)\},
\]

where \(A = C \cup D\). Using the definition of fuzzy positive region, the dependency function can be defined as follows \([10]\):

\[
\gamma_C(D) = \frac{\mu_{POS_C}(x)}{|U|} = \frac{1}{|U|} \sum_{x \in U} \mu_{POS_C}(x).
\]

(9)

3 INFORMATION MEASURE ON FUZZY APPROXIMATION SPACES

In this section, the Shannon’s information measure \([15]\) is introduced to compute the knowledge quantity of a fuzzy attribute set or a fuzzy partition of \(U\). Shannon’s information entropy \([15]\) just works in the case where a crisp equivalence relation or a crisp partition is defined. That is, it is suitable for Pawlak’s approximation space \([9]\). In this section, a novel formula to compute Shannon’s entropy with a fuzzy equivalence partition matrix is presented, which will be used to measure the information on fuzzy approximation spaces.

Given a finite set \(U\), \(A\) is a fuzzy attribute set in \(U\), which generates a fuzzy equivalence partition on \(U\). If \(c\) denotes the number of fuzzy equivalence classes generated by the fuzzy equivalence relation and \(n\) is the number of objects in \(U\), then \(c\)-partitions of \(U\) are the sets of \((cn)\) values \(m_{ij}^k\) that can be conveniently arrayed as a \((c \times n)\) matrix \(M_a = [m_{ij}^k]\). The matrix \(M_a\) is termed as fuzzy equivalence partition matrix and is denoted by

\[
M_a = \begin{pmatrix}
    m_{11}^a & m_{12}^a & \cdots & m_{1n}^a \\
    m_{21}^a & m_{22}^a & \cdots & m_{2n}^a \\
    \vdots & \vdots & \ddots & \vdots \\
    m_{c1}^a & m_{c2}^a & \cdots & m_{cn}^a
\end{pmatrix},
\]

(10)

subject to \(\sum_{i=1}^{c} m_{ij}^k = 1, \forall j\), and for any value of \(i\), if

\[
k = \arg \max_j \{m_{ij}^k\}, \text{ then } \max_j \{m_{ij}^k\} = \max_j \{m_{ik}^a\} > 0,
\]

where \(m_{ij}^k \in [0, 1]\) represents the membership of object \(x_j\) in the \(i\)th fuzzy equivalence partition or class \(F_i\). The above axioms should hold for every fuzzy equivalence partition, which correspond to the requirement that an equivalence class is nonempty. Obviously, this definition degenerates to the normal definition of equivalence classes when the equivalence relation is nonfuzzy.

Using the concept of fuzzy equivalence partition matrix, the dependency between condition attribute set \(C\) and decision attribute set \(D\) can be redefined as follows:

\[
\gamma_C(D) = \frac{1}{n} \sum_{j=1}^{n} \kappa_j,
\]

(11)

where \(C \cup D = A\) and

\[
\kappa_j = \sup_k \{\min \{m_{ij}^C, \inf \{\max \{1 - m_{ij}^D, m_{ij}^D\}\}\}\}.
\]

(12)

A \(c \times n\) fuzzy equivalence partition matrix \(M_a\) represents the \(c\)-fuzzy equivalence partitions of the universe generated by a fuzzy equivalence relation. Each row of the matrix \(M_a\) is a fuzzy equivalence partition or class. The \(i\)th fuzzy equivalence partition is, therefore, given by

\[
F_i = \{m_{i1}^a/x_1 + m_{i2}^a/x_2 + \cdots + m_{in}^a/x_n\}.
\]

(13)

As to a fuzzy partition induced by a fuzzy equivalence relation, the equivalence class is a fuzzy set. The sign \(\oplus\) means the operator of union in this case. The cardinality of the fuzzy set \(F_i\) can be calculated with

\[
|F_i| = \sum_{j=1}^{n} m_{ij}^a,
\]

(14)

which appears to be a natural generalization of the crisp set. The information quantity of a fuzzy attribute set \(A\) or fuzzy equivalence partition is then defined as

\[
H(A) = - \sum_{i=1}^{c} \lambda_F \log \lambda_F,
\]

(15)

where \(\lambda_F = |F_i| / n\), called a fuzzy relative frequency, and \(c\) is the number of fuzzy equivalence partitions or classes. The measure \(H(A)\) has the same form as the Shannon’s entropy \([15]\). The information quantity or the entropy value increases monotonously with the discernibility power of the fuzzy attributes.

Given \(<U, A>\), \(P\) and \(Q\) are two subsets of fuzzy attribute set \(A\). The information quantity corresponding to \(P\) and \(Q\) is given by

\[
H(P) = - \sum_{i=1}^{p} \lambda_P \log \lambda_P,
\]

(16)

\[
H(Q) = - \sum_{j=1}^{q} \lambda_Q \log \lambda_Q,
\]

(17)

where \(p\) and \(q\) are the number of fuzzy equivalence partitions or classes generated by the fuzzy attribute sets \(P\) and \(Q\), respectively, and \(P_i\) and \(Q_j\) represent the corresponding \(i\)th and \(j\)th fuzzy equivalence partitions. The joint entropy of \(P\) and \(Q\) can be defined as follows:

\[
H(PQ) = - \sum_{k=1}^{r} \lambda_{R_k} \log \lambda_{R_k},
\]

(18)

where \(r\) is the number of resultant fuzzy equivalence partitions, \(R_k\) is the corresponding \(k\)th equivalence partition, and \(\lambda_{R_k}\) is the joint frequency of \(P_i\) and \(Q_j\), which is given by
\[ \lambda_{R_k} = \lambda_{P_{Qi}} = \frac{|P_i \cap Q_j|}{n}; \quad \text{where } k = (i-1)q + j. \]  

That is, the joint frequency \( \lambda_{R_k} \) can be calculated from the \( r \times n \) fuzzy equivalence partition matrix \( \mathbf{M}_{P} \cap \mathbf{M}_{Q} \), where  

\[ \mathbf{M}_{P} \cap \mathbf{M}_{Q} = \mathbf{M}_P \cap \mathbf{M}_Q \text{ and } m_{ij}^{P \cap Q} = m_{ij}^P \cap m_{ij}^Q. \]  

Similarly, the conditional entropy of \( \mathbf{P} \) conditioned to \( \mathbf{Q} \) is defined as  
\[ H(\mathbf{P} | \mathbf{Q}) = -\sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} \log \left( \frac{|P_i \cap Q_j|}{|Q_j|} \right) \]  

\[ = -\sum_{i=1}^{p} \sum_{j=1}^{q} \left\{ \frac{|P_i \cap Q_j|}{n} \log \left( \frac{|P_i \cap Q_j|}{|Q_j|} \right) - \frac{|P_i \cap Q_j|}{n} \log \left( \frac{|Q_j|}{|Q_j|} \right) \right\} \]  

\[ = -\sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} \log \left( \frac{|P_i \cap Q_j|}{|Q_j|} \right) - \sum_{j=1}^{q} |Q_j| \log \left( \frac{|Q_j|}{|Q_j|} \right). \]  

That is, the conditional entropy of \( \mathbf{P} \) conditioned to \( \mathbf{Q} \) is  
\[ H(\mathbf{P} | \mathbf{Q}) = -\sum_{k=1}^{r} \lambda_{R_k} \log \lambda_{R_k} + \sum_{j=1}^{q} \lambda_{Q_j} \log \lambda_{Q_j}, \]  

where  
\[ \sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} = \sum_{j=1}^{q} |Q_j| = \frac{|Q_j|}{n}. \]  

Thus,  
\[ H(\mathbf{P} | \mathbf{Q}) = H(\mathbf{P}) - H(\mathbf{Q}). \]  

Hence, the mutual information between two fuzzy attribute sets \( \mathbf{P} \) and \( \mathbf{Q} \) is given by  
\[ I(\mathbf{P} \mathbf{Q}) = H(\mathbf{P}) - H(\mathbf{P} | \mathbf{Q}) = H(\mathbf{P}) + H(\mathbf{Q}) - H(\mathbf{P} \mathbf{Q}). \]  

The mutual information \( I(\mathbf{P} \mathbf{Q}) \) between two fuzzy attribute sets \( \mathbf{P} \) and \( \mathbf{Q} \) quantifies the information shared by both of them. If \( \mathbf{P} \) and \( \mathbf{Q} \) do not share much information, the value of \( I(\mathbf{P} \mathbf{Q}) \) between them is small. While two highly nonlinearly correlated attribute sets will demonstrate a high mutual information value. The attribute sets can be both the condition attributes and the decision attributes in this study. The necessity for a fuzzy condition attribute to be an independent and informative feature can, therefore, be determined by the shared information between this attribute and the rest as well as the shared information between this attribute and the decision attribute.

**4 \( f \)-INFORMATION MEASURES AND FUZZY APPROXIMATION SPACES**

The extent to which two probability distributions differ can be expressed by a so-called measure of divergence. Such a measure will reach a minimum value when two probability distributions are identical and the value increases with increasing disparity between two distributions. A specific class of divergence measures is the set of \( f \)-divergence [6]. For two discrete probability distributions \( P = \{p_i | i = 1, \ldots, n\} \) and \( Q = \{q_i | i = 1, \ldots, n\} \), the \( f \)-divergence is defined as  
\[ f(P|Q) = \sum_{i=1}^{n} q_i f \left( \frac{p_i}{q_i} \right). \]  

A special case of \( f \)-divergence measures is the \( f \)-information measures. These are defined similarly to \( f \)-divergence measures, but apply only to specific probability distributions, namely, the joint probability of two variables and their marginal probabilities’ product. Thus, \( f \)-information is a measure of dependence: it measures the distance between a given joint probability and joint probability when variables are independent [6], [7].

In this section, several frequently used \( f \)-information is reported for fuzzy approximation spaces based on the concept of fuzzy relative frequency. The \( f \)-information measures in fuzzy approximation spaces calculate the distance between a given joint frequency \( \lambda_{R_k} (= \lambda_{P_{Qi}}) \) and the joint frequency when the variables are independent \( (\lambda_{P_i}, \lambda_{Q_j}) \). In the following analysis, it is assumed that all frequency distributions are complete, that is,  
\[ \sum \lambda_{P_i} = \sum \lambda_{Q_j} = \sum \lambda_{R_k} = 1. \]  

**4.1 V-Information**

On fuzzy approximation spaces, one of the simplest measures of dependence can be obtained using the function \( V = |x - 1| \), which results in the V-information  
\[ V(R||P \times Q) = \sum_{i,j,k} |\lambda_{R_k} - \lambda_{P_i} \lambda_{Q_j}|, \]  

where \( P = \{\lambda_{P_i} | i = 1, \ldots, p\} \), \( Q = \{\lambda_{Q_j} | j = 1, \ldots, q\} \), and \( R = \{\lambda_{R_k} | k = 1, \ldots, r\} \) represent two marginal frequency distributions and their joint frequency distribution, respectively. That is, the V-information calculates the absolute distance between joint frequency of two fuzzy variables and their marginal frequencies’ product.

**4.2 I\(_\alpha\)-Information**

The \( I_{\alpha}\)-information can be defined as follows:  
\[ I_{\alpha}(R||P \times Q) = \frac{1}{\alpha(\alpha - 1)} \left( \sum_{i,j,k} \frac{(\lambda_{R_k})}{(\lambda_{P_i} \lambda_{Q_j})} - 1 \right), \]  

for \( \alpha \neq 0, \alpha \neq 1 \). The class of \( I_{\alpha}\)-information includes mutual information, which equals \( I_{\alpha} \) for the limit \( \alpha \to 1 \), that is,  
\[ I_1(R||P \times Q) = \sum_{i,j,k} \lambda_{R_k} \log \left( \frac{\lambda_{R_k}}{\lambda_{P_i} \lambda_{Q_j}} \right). \]  

**4.3 M\(_\alpha\)-Information**

The \( M_{\alpha}\)-information is defined [6], [7] as follows:  
\[ M_{\alpha}(x) = |x^\alpha - 1|^{1\slash \alpha}, \quad 0 < \alpha \leq 1. \]  

When applying this function in the definition of an \( f \)-information measure on fuzzy approximation spaces, the resulting \( M_{\alpha}\)-information measures are  
\[ M_{\alpha}(R||P \times Q) = \sum_{i,j,k} |(\lambda_{R_k})^\alpha - (\lambda_{P_i} \lambda_{Q_j})^\alpha|^{1\slash \alpha}, \]  

where \( -(\lambda_{R_k})^\alpha \) represents the relative frequency of \( R_k \).
for \(0 < \alpha \leq 1\). These constitute a generalized version of \(V\)-information. That is, the \(M_\alpha\)-information is identical to \(V\)-information for \(\alpha = 1\).

### 4.4 \(\chi^\alpha\)-Information

The class of \(\chi^\alpha\)-information measures, proposed by Liese [6], [7], is as follows:

\[
\chi^\alpha(x) = \begin{cases} 
1 - |x|^{\alpha}, & \text{for } 0 < \alpha \leq 1, \\
1 - |x|, & \text{for } \alpha > 1.
\end{cases}
\]  

(31)

For \(0 < \alpha \leq 1\), this function equals to the \(M_\alpha\) function. The \(\chi^\alpha\) and \(M_\alpha\)-information measures are, therefore, also identical for \(0 < \alpha \leq 1\). For \(\alpha > 1\), \(\chi^\alpha\)-information can be written as

\[
\chi^\alpha(R|P \times Q) = \sum_{i,j,k} \frac{|\lambda_{Ri} - \lambda_{Pi} \lambda_{Qj}|^\alpha}{(\lambda_{Pi} \lambda_{Qj})^{\alpha-1}}.
\]  

(32)

### 4.5 Renyi Distance

The Renyi distance, a measure of information of order \(\alpha\) [6], [7], can be defined as

\[
R_\alpha(R|P \times Q) = \frac{1}{\alpha - 1} \log \sum_{i,j,k} (\lambda_{Ri} \lambda_{Qj})^{\alpha-1}
\]  

(33)

for \(\alpha \neq 0, \alpha \neq 1\). It reaches its minimum value when \(\lambda_{Ri}\) and \((\lambda_{Pi} \lambda_{Qj})\) are identical, in which case the summation reduces to \(\sum \lambda_{Ri}\). As we assume complete frequency distributions, the sum is 1 and the minimum value of the measure is, therefore, equal to zero. The limit of Renyi’s measure for \(\alpha\) approaching 1 equals \(I_1(R|P \times Q)\), which is the mutual information.

### 5 PROPOSED FEATURE SELECTION METHOD

In real-data analysis, the data set may contain a number of redundant features with low relevance to the classes. The presence of such redundant and nonrelevant features leads to a reduction in the useful information. Ideally, the selected features should have high relevance with the classes, while the redundancy among them would be as low as possible. The features with high relevance are expected to be able to predict the classes of the samples. However, the prediction capability is reduced if many redundant features are selected. In contrast, a data set that contains features not only with high relevance with respect to the classes, but with low mutual redundancy is more effective in its prediction capability. Hence, to assess the effectiveness of the features, both relevance and redundancy need to be measured quantitatively. An information-measure-based criterion is chosen here to address this problem.

#### 5.1 Feature Selection Using \(f\)-Information

Let \(C = \{C_1, \ldots, C_i, \ldots, C_j, \ldots, C_D\}\) denotes the set of condition attributes or features of a given data set and \(S\) be the set of selected features. Define \(\tilde{f}(C_i, D)\) as the relevance of the fuzzy condition attribute \(C_i\) with respect to the fuzzy decision attribute \(D\), while \(\tilde{f}(C_i, C_j)\) as the redundancy between two fuzzy condition attributes \(C_i\) and \(C_j\). The total relevance of all selected features is, therefore, given by

\[
J_{\text{relev}} = \sum_{C_i \in S} \tilde{f}(C_i, D),
\]  

(34)

while total redundancy among the selected features is

\[
J_{\text{redu}} = \sum_{C_i, C_j \in S} \tilde{f}(C_i, C_j).
\]  

(35)

Therefore, the problem of selecting a set \(S\) of nonredundant and relevant features from the whole set of condition features \(C\) is equivalent to maximize \(J_{\text{relev}}\) and minimize \(J_{\text{redu}}\), that is, to maximize the objective function \(J\), where

\[
J = J_{\text{relev}} - \beta J_{\text{redu}} = \sum_{i} \tilde{f}(C_i, D) - \beta \sum_{i,j} \tilde{f}(C_i, C_j),
\]  

(36)

where \(\beta\) is a weight parameter. To solve the above problem, the greedy algorithm of Battiti [4] is used that follows next.

1. Initialize \(C = \{C_1, \ldots, C_i, \ldots, C_j, \ldots, C_D\}, S \leftarrow \emptyset\).
2. Generate fuzzy equivalence partition matrix for each condition and decision attribute.
3. Calculate the relevance value \(\tilde{f}(C_i, D)\) of each feature \(C_i \in C\).
4. Select feature \(C_i\) as the first feature that has the highest relevance \(\tilde{f}(C_i, D)\). In effect, \(C_i \in S\) and \(C = C \setminus C_i\).
5. Generate resultant equivalence partition matrix between selected features and each of remaining features of \(C\).
6. Calculate the redundancy between selected features of \(S\) and each of remaining features of \(C\).
7. From the remaining features of \(C\), select feature \(C_j\) that maximizes

\[
\tilde{f}(C_j, D) - \beta \frac{1}{|S|} \sum_{C_i \in S} \tilde{f}(C_i, C_j).
\]

As a result of that, \(C_j \in S\) and \(C = C \setminus C_j\).
8. Repeat the above three steps until the desired number of features is selected.

The relevance of a fuzzy condition attribute with respect to the fuzzy decision attribute and the redundancy between two fuzzy condition attributes can be calculated using any one of \(f\)-information measures on fuzzy approximation spaces.

#### 5.2 Computational Complexity

The \(f\)-information-measure-based proposed feature selection method has low computational complexity with respect to both number of features and number of samples or objects of the original data set. Prior to computing the relevance or redundancy of a fuzzy condition attribute, the fuzzy equivalence partition matrix for each condition and decision attribute is to be generated first. The computational complexity to generate a \((c \times n)\) fuzzy equivalence partition matrix is \(O(cn)\), where \(c\) represents the number of fuzzy equivalence partitions and \(n\) is the total number of objects in the data set. However, two fuzzy equivalence partition matrices with size \((p \times n)\) and \((r \times n)\) have to be generated to compute the relevance of a fuzzy condition attribute with respect to the fuzzy decision attribute, where \(p\) and \(r\) represent the number of fuzzy equivalence partitions of fuzzy condition attribute...
and fuzzy decision attribute, respectively. Hence, the total time complexity to calculate the relevance of a fuzzy condition attribute using any one of the \(f\)-information measures is \(O\!(\!pm + rn + \!prn)\) = \(O\!(\!prn)\). Similarly, the complexity to calculate the redundant between two fuzzy condition attributes with \(p\) and \(q\) number of fuzzy equivalence partitions using any one of the \(f\)-information measures is \(O\!(\!pp\!n)\). Hence, the overall time complexity to calculate both relevance and redundant of a fuzzy condition attribute is \(O\!(\!pp\!n\!r\!n\!p)\) as \(p, q, r < n\). In effect, the selection of a set of \(d\) nonredundant and relevant features from the whole set of \(D\) features using the proposed first order incremental search method has an overall computational complexity of \(O\!(\!nd\!D)\).

5.3 Fuzzy Equivalence Classes

The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes [12]. In the proposed feature selection method, the \(\pi\) function in the one-dimensional form is used to assign membership values to different fuzzy equivalence classes for the input features. A fuzzy set with membership function \(\pi(x; \bar{c}, \sigma)\) [16] represents a set of points clustered around \(\bar{c}\), where

\[
\pi(x; \bar{c}, \sigma) = \begin{cases} 
2 \left(1 - \frac{|x - \bar{c}|}{\sigma}\right)^2, & \text{for } \frac{\sigma}{2} \leq |x - \bar{c}| \leq \sigma, \\
1 - 2 \left(\frac{|x - \bar{c}|}{\sigma}\right)^2, & \text{for } 0 \leq |x - \bar{c}| \leq \frac{\sigma}{2}, \\
0, & \text{otherwise},
\end{cases}
\]  

where \(\sigma > 0\) is the radius of the \(\pi\) function with \(\bar{c}\) as the central point and \(||\cdot||\) denotes the euclidean norm. When the pattern \(x\) lies at the central point \(\bar{c}\) of a class, then \(|x - \bar{c}| = 0\) and its membership value is maximum, that is, \(\pi(\bar{c}; \bar{c}, \sigma) = 1\). The membership value of a point decreases as its distance from the central point \(\bar{c}\) is, \(|x - \bar{c}|\) increases. When \(|x - \bar{c}| = \frac{\sigma}{2}\), the membership value of \(x\) is 0.5 and this is called a crossover point [16].

Each real-valued feature in quantitative form can be assigned to different fuzzy equivalence classes using \(\pi\) fuzzy set with appropriate \(\bar{c}\) and \(\sigma\). The centers and radii of the \(\pi\) functions along each feature axis can be determined automatically from the distribution of training patterns or objects.

5.3.1 Choice of Parameters of \(\pi\) Function

The parameters \(\bar{c}\) and \(\sigma\) of each \(\pi\) fuzzy set are computed according to the procedure reported in [16]. Let \(\bar{m}_i\) be the mean of the objects \(x = \{x_1, \ldots, x_j, \ldots, x_n\}\) along the \(i\)th feature \(C_i\). Then, \(\bar{m}_i\) and \(\bar{m}_i\) are defined as the means (along the \(i\)th feature) of the objects having coordinate values in the range \([C_{i_{\min}}, \bar{m}_i]\) and \([\bar{m}_i, C_{i_{\max}}]\), respectively, where \(C_{i_{\max}}\) and \(C_{i_{\min}}\) denote the upper and lower bounds of the dynamic range of feature \(C_i\) for the training set. For three fuzzy sets low, medium, and high, the centers and corresponding radii are as follows [16]:

\[
\bar{c}_{\text{low}}(C_i) = \bar{m}_i; \bar{c}_{\text{medium}}(C_i) = \bar{m}_i; \bar{c}_{\text{high}}(C_i) = \bar{m}_i,
\]

\[
\sigma_{\text{low}}(C_i) = 2(\bar{c}_{\text{medium}}(C_i) - \bar{c}_{\text{low}}(C_i)),
\]

\[
\sigma_{\text{high}}(C_i) = 2(\bar{c}_{\text{high}}(C_i) - \bar{c}_{\text{medium}}(C_i)),
\]

\[
\sigma_{\text{medium}}(C_i) = \eta \times \frac{A}{B},
\]

where

\[
A = \{\sigma_{\text{low}}(C_i)(C_{i_{\max}} - \bar{c}_{\text{medium}}(C_i)) + \sigma_{\text{high}}(C_i)(\bar{c}_{\text{medium}}(C_i) - C_{i_{\min}})]; B = \{C_{i_{\max}} - C_{i_{\min}}\},
\]

and \(\eta\) is a multiplicative parameter controlling the extent of the overlapping. The distribution of the patterns or objects along each feature axis is taken into account, while computing the corresponding centers and radii of the three fuzzy sets. Also, the amount of overlap between three fuzzy sets can be different along the different axis, depending on the distribution of the objects or patterns.

5.3.2 Fuzzy Equivalence Partition Matrix

The \(c \times n\) fuzzy equivalence partition matrix \(M_{C_i}\), corresponding to the \(i\)th feature \(C_i\), can be calculated from the \(c\)-fuzzy equivalence classes of the objects \(x = \{x_1, \ldots, x_j, \ldots, x_n\}\), where

\[
m_{kj} = \sigma \pi(x_j; \bar{c}_k, \sigma_k) = \sum_{i=1}^{n} \pi(x_j; \bar{c}_k, \sigma_k).
\]

Corresponding to three fuzzy sets low, medium, and high \((c = 3)\), the following relations hold:

\[
\bar{c}_1 = \bar{c}_{\text{low}}(C_1); \bar{c}_2 = \bar{c}_{\text{medium}}(C_1); \bar{c}_3 = \bar{c}_{\text{high}}(C_1),
\]

\[
\sigma_1 = \sigma_{\text{low}}(C_1); \sigma_2 = \sigma_{\text{medium}}(C_1); \sigma_3 = \sigma_{\text{high}}(C_1).
\]

In effect, each position \(m_{kj}^{C_i}\) of the fuzzy equivalence partition matrix \(M_{C_i}\) must satisfy the following conditions:

\[
m_{kj}^{C_i} \in [0, 1]; \sum_{k=1}^{C_i} m_{kj}^{C_i} = 1, \forall j \text{ and for any value of } k; \text{ if }
\]

\[
s = \arg \max_j m_{kj}^{C_i}, \text{ then } \max_j m_{kj}^{C_i} = \max_j m_{kj}^{C_i} > 0.
\]

6 Quantitative Measures

In this section, two new quantitative indexes are presented, along with some existing indexes, to evaluate the performance of proposed method. The proposed two indexes are based on the concept of fuzzy-rough sets.

6.1 Fuzzy-Rough-Set-Based Quantitative Indexes

Using the definition of fuzzy positive region, two new indexes are introduced next.

6.1.1 RELEV Index

The RELEV index is defined as

\[
\text{RELEV} = \frac{1}{|S|} \sum_{C_i \in S} \gamma_{C_i}(D),
\]

where \(\gamma_{C_i}(D)\) represents the degree of dependency of decision attribute \(D\) on the condition attribute \(C_i\), which can be calculated using (11). That is, RELEV index is the average relevance of all selected features. A good feature selection algorithm should make all selected features as relevant as possible. The RELEV index increases with the
increase in relevance of each selected feature. Therefore, for a
given data set and number of selected features, the higher the
relevance of each selected feature, the higher would be the
RELEV index.

6.1.2 REDUN Index
It can be defined as

$$\text{REDUN} = \frac{1}{2|S||S-1|} \sum_{C_i \neq C_j} \{ \gamma_{C_i}(C_j) + \gamma_{C_j}(C_i) \},$$

(42)

where $\gamma_{C_i}(C_j)$ represents the degree of dependency of the
condition attribute $C_j$ on another condition attribute $C_i$.
The REDUN index calculates the amount of redundancy
among the selected features. A good feature selection
algorithm should make the redundancy among all selected
features as low as possible. The REDUN index minimizes
the redundancy between selected features.

6.2 Existing Feature Evaluation Indexes
Some existing indexes are described next that are used for
evaluating the effectiveness of the selected features.

6.2.1 Class Separability
Class separability $S$ of a data set is defined as [2]

$$S = \text{trace}(S_w^{-1}S_b),$$

(43)

where $S_w$ and $S_b$ represent the within class and between
class scatter matrix, respectively, and defined as follows:

$$S_w = \sum_{j=1}^{C} p_j E\{(X - \mu_j)(X - \mu_j)^T\} w_j = \sum_{j=1}^{C} p_j \Sigma_j,$$

(44)

$$S_b = \sum_{j=1}^{C} (\mu_j - M_0)(\mu_j - M_0)^T; \quad \text{where } M_0 = \sum_{j=1}^{C} p_j \mu_j,$$

(45)

where $C$ is the number of classes, $p_j$ is a priori probability
that a pattern belongs to class $w_j$, $X$ is a feature vector,
$M_0$ is the sample mean vector for the entire data points,
$\mu_j$ is the sample mean vector of class $w_j$, $\Sigma_j$ is the sample
covariance matrix of class $w_j$, and $E\{\}$ is the expectation
operator. A lower value of $S$ ensures that the classes are
well separated by their scatter means.

6.2.2 C4.5 Classification Error
The C4.5 [5] is a popular decision-tree-based classification
algorithm. It is used for evaluating the effectiveness of
reduced feature set for classification. The selected feature set
is fed to the C4.5 for building classification models. The C4.5 is
used here because it performs feature selection in the process
of training and the classification models it builds are
represented in the form of decision trees, which can be
further examined.

6.2.3 K-NN Classification Error
The K-nearest neighbor (K-NN) rule [1] is used for
evaluating the effectiveness of the reduced feature set for
classification. It classifies samples based on the closest
classification in the feature space. A sample is classified by
a majority vote of its K-neighbors, with the sample being
assigned to the class most common among its K-nearest
neighbors. The value of K, chosen for the K-NN, is the
square root of number of samples in training set.

6.2.4 Entropy
Let the distance between two data points $x_i$ and $x_j$ be

$$D_{ij} = \left[ \sum_{k=1}^{d} \left( \frac{x_{ik} - x_{jk}}{\max_k - \min_k} \right)^2 \right]^{\frac{1}{2}},$$

(46)

where $x_{ik}$ denotes feature value for $x_i$ along $k$th direction,
and $\max_k$ and $\min_k$ are the maximum and minimum values
computed over all the samples along $k$th axis, and $d$ is the
number of selected features. Similarity, between $x_i$ and $x_j$
are given by $\text{sim}(i, j) = e^{-D_{ij}}$, where $\alpha$ is a positive
constant. A possible value of $\alpha$ is $\frac{\text{mink}}{D}$. $D$ is the average
distance between data points computed over the entire data
set. Entropy is then defined as [17]:

$$E = -\sum_{i=1}^{n} \sum_{j=1}^{n} (\text{sim}(i, j) \times \log(\text{sim}(i, j))$$

$$+ (1 - \text{sim}(i, j)) \times \log(1 - \text{sim}(i, j)).$$

(47)

If the data are uniformly distributed in the feature space,
entropy is maximum. When the data have well-formed
clusters, uncertainty is low and so is entropy.

6.2.5 Representation Entropy
Let the eigenvalues of the $d \times d$ covariance matrix of a
feature set of size $d$ be $\lambda_j, j = 1, \ldots, d$. Let

$$\tilde{\lambda}_j = \frac{\lambda_j}{\sum_{j=1}^{d} \lambda_j},$$

(48)

where $\tilde{\lambda}_j$ has the similar properties like probability, namely,
$0 \leq \tilde{\lambda}_j \leq 1$ and $\sum_{j=1}^{d} \tilde{\lambda}_j = 1$. Hence, an entropy function can be
defined as [2]

$$H_R = -\sum_{j=1}^{d} \tilde{\lambda}_j \log \tilde{\lambda}_j.$$

(49)

The function $H_R$ attains a minimum value (zero) when all
the eigenvalues except one are zero or, in other words, when
all the information is present along a single coordinate
direction. If all the eigenvalues are equal, that is, information
is equally distributed among all the features, $H_R$ is maximum
and so is the uncertainty involved in feature reduction. The
above measure is known as representation entropy. Since the
proposed method takes into account the redundancy among
the selected features, it is expected that the reduced feature
set attains a high value of representation entropy.

7 Experimental Results
The performance of the proposed method based on
$I$-information measures is extensively studied. Based on
the argumentation given in Section 4, following information
measures are chosen to include in the study.
These measures are applied to calculate both relevance and redundancy of the features. The values of $\alpha$ investigated are 0.2, 0.5, 0.8, 1.5, 2.0, 3.0, 4.0, and 5.0. The values close to 1.0 are excluded, either because the measures resemble mutual information for such values ($I_{\alpha}$, $R_{\alpha}$) or because they resemble another measure ($M_{1}\alpha$ and $C_{31}\alpha$) equal $I_{\alpha}$). The performance of the proposed method is also compared with that of quick reduct algorithm, both in fuzzy (fuzzy-rough quick reduct) [10] and crisp (rough quick reduct) [18] approximation spaces.

To analyze the performance of proposed method, the experimentation is done on Iris, E-Coli, Wine, Letter, Ionosphere, Satimage, and Isolet data sets that are downloaded from http://www.ics.uci.edu/~mlearn. The major metrics for evaluating the performance of different algorithms are the proposed indexes, as well as some existing measures reported in Section 6. To compute the classification error of both K-NN rule and C4.5, the leave-one-out cross validation is performed on E-Coli, Wine, and Ionosphere data, while the training-testing is done on Letter and Satimage data.

### 7.1 Result on Iris Data
The parameters generated in the proposed feature selection method and the relevance of each feature are reported next for Iris data, as an example. The values of input parameters used are also presented here. The mutual information is chosen to calculate the relevance and redundancy of the features.

#### Table 1
Classification Error of C4.5 for Mutual-Information-Based Feature Selection on Different Data Sets

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Selected Features</th>
<th>Measure</th>
<th>$\eta = 0.7 / \beta$</th>
<th>$\eta = 1.1 / \beta$</th>
<th>$\eta = 1.5 / \beta$</th>
<th>$\eta = 1.9 / \beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>MI-C</td>
<td>23.7</td>
<td>23.2</td>
<td>23.2</td>
<td>23.2</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
</tr>
<tr>
<td>E-Coli</td>
<td>D = 7, n = 336</td>
<td>MI-C</td>
<td>10.1</td>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>11.7</td>
<td>11.7</td>
<td>10.1</td>
<td>10.1</td>
<td>10.1</td>
</tr>
<tr>
<td>Letter</td>
<td>D = 16, n = 15000</td>
<td>MI-C</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Satimage</td>
<td>D = 36, n = 4435</td>
<td>MI-C</td>
<td>18.9</td>
<td>19.1</td>
<td>18.6</td>
<td>17.9</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.8</td>
<td>22.9</td>
<td>22.3</td>
<td>21.4</td>
<td>21.6</td>
</tr>
<tr>
<td>Isolet</td>
<td>D = 617, n = 7797</td>
<td>MI-C</td>
<td>19.6</td>
<td>19.6</td>
<td>19.6</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
</tr>
</tbody>
</table>

These measures are applied to calculate both relevance and redundancy of the features. The values of $\alpha$ investigated are 0.2, 0.5, 0.8, 1.5, 2.0, 3.0, 4.0, and 5.0. The values close to 1.0 are excluded, either because the measures resemble mutual information for such values ($I_{\alpha}$, $R_{\alpha}$) or because they resemble another measure ($M_{1}\alpha$ and $C_{31}\alpha$) equal $I_{\alpha}$). The performance of the proposed method is also compared with that of quick reduct algorithm, both in fuzzy (fuzzy-rough quick reduct) [10] and crisp (rough quick reduct) [18] approximation spaces.

To analyze the performance of proposed method, the experimentation is done on Iris, E-Coli, Wine, Letter, Ionosphere, Satimage, and Isolet data sets that are downloaded from http://www.ics.uci.edu/~mlearn. The major metrics for evaluating the performance of different algorithms are the proposed indexes, as well as some existing measures reported in Section 6. To compute the classification error of both K-NN rule and C4.5, the leave-one-out cross validation is performed on E-Coli, Wine, and Ionosphere data, while the training-testing is done on Letter and Satimage data.

#### 7.1 Result on Iris Data
The parameters generated in the proposed feature selection method and the relevance of each feature are reported next for Iris data, as an example. The values of input parameters used are also presented here. The mutual information is chosen to calculate the relevance and redundancy of the features.

#### Table 1
Classification Error of C4.5 for Mutual-Information-Based Feature Selection on Different Data Sets

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Selected Features</th>
<th>Measure</th>
<th>$\eta = 0.7 / \beta$</th>
<th>$\eta = 1.1 / \beta$</th>
<th>$\eta = 1.5 / \beta$</th>
<th>$\eta = 1.9 / \beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>MI-C</td>
<td>23.7</td>
<td>23.2</td>
<td>23.2</td>
<td>23.2</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
</tr>
<tr>
<td>E-Coli</td>
<td>D = 7, n = 336</td>
<td>MI-C</td>
<td>10.1</td>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>11.7</td>
<td>11.7</td>
<td>10.1</td>
<td>10.1</td>
<td>10.1</td>
</tr>
<tr>
<td>Letter</td>
<td>D = 16, n = 15000</td>
<td>MI-C</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Satimage</td>
<td>D = 36, n = 4435</td>
<td>MI-C</td>
<td>18.9</td>
<td>19.1</td>
<td>18.6</td>
<td>17.9</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.8</td>
<td>22.9</td>
<td>22.3</td>
<td>21.4</td>
<td>21.6</td>
</tr>
<tr>
<td>Isolet</td>
<td>D = 617, n = 7797</td>
<td>MI-C</td>
<td>19.6</td>
<td>19.6</td>
<td>19.6</td>
<td>19.6</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
<td>23.7</td>
</tr>
</tbody>
</table>
In the proposed feature selection method, Feature 3 will be selected first as it has the highest relevance value. After selecting Feature 3, the redundancy and objective function of each feature are calculated that follow next.

Based on the value of objective function, Feature 4 will be selected next as the second feature. The values of different quantitative indexes for these two features (Features 3 and 4) are reported next, along with that for whole feature sets.

### TABLE 2

Performance on Satimage and Isolet Databases for Different Values of Weight Parameter $\beta$ Considering $\gamma = 1.5$

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Evaluation Criteria</th>
<th>Measure</th>
<th>Value of Weight Parameter $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satimage ($d = 10$)</td>
<td>Classification Error (C4.5)</td>
<td>MI-C</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>20.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>26.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>29.6</td>
</tr>
<tr>
<td></td>
<td>Class Separability</td>
<td>MI-C</td>
<td>0.393</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.643</td>
</tr>
<tr>
<td></td>
<td>Entropy $E$</td>
<td>MI-C</td>
<td>0.788</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>3.344</td>
</tr>
<tr>
<td></td>
<td>RELEV Index</td>
<td>MI-C</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.350</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>REDUN Index</td>
<td>MI-C</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.186</td>
</tr>
<tr>
<td></td>
<td>Classification Error (C4.5)</td>
<td>MI-C</td>
<td>0.158</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.371</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.362</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>4.441</td>
</tr>
<tr>
<td></td>
<td>RELEV Index</td>
<td>MI-C</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.311</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.416</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td>REDUN Index</td>
<td>MI-C</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-D</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-C</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VI-D</td>
<td>0.462</td>
</tr>
</tbody>
</table>

7.2 Effectiveness of the Proposed Method

To better understand the effectiveness of the proposed method, extensive experimental results are reported in Table 2.

The results reported above establish the fact that the proposed method selects most significant features from the whole feature sets by maximizing the relevance and minimizing the redundancy of selected features.
Table 1. Subsequent discussions analyze the results with respect to the classification error of C4.5.

Table 1 reports the classification error of C4.5 for mutual-information-based feature selection method both in fuzzy and crisp approximation spaces. Results are presented for different values of the number of selected features $d$, weight parameter $\beta$, and multiplicative parameter $\eta$. All the results reported here confirm that mutual-information-based feature selection method is more effective in fuzzy approximation spaces than in crisp approximation spaces with smaller number of features. The proposed feature selection method in fuzzy approximation spaces improves the classification accuracy of C4.5 significantly over its crisp counterpart, especially at smaller number of features. As the number of selected features $d$ increases, the difference between fuzzy and crisp approximation spaces decreases. For a given data set with $n$ samples and $D$ features, the classification error of C4.5 remains unchanged for any combination of $\beta$ and $\eta$ when the number of selected features $d$ approaches to $D$. In case of E-Coli and Letter data sets, the error becomes almost same for $d = 6$ and 15 as the values of corresponding $D = 7$ and 16, respectively. Similarly, for Satimage data set, the classification error remains almost same at $d = 35$ as the corresponding $D = 36$. However, for feature selection, small feature set is of practical importance. Also, for a given data set and fixed $d$ and $\eta$ values, the classification error would be lower for nonzero $\beta$ values. In other words, if the redundancy between the selected feature sets is taken into consideration, the performance of the proposed method would be better both in fuzzy and crisp approximation spaces.

### 7.3 Optimum Value of Weight Parameter $\beta$

The parameter $\beta$ regulates the relative importance of the redundancy between the candidate feature and the already selected features with respect to the relevance with the features.
output class. If \( \beta \) is zero, only the relevance with the output class is considered for each feature. If \( \beta \) increases, this measure is discounted by a quantity proportional to the total redundancy with respect to the already selected features. The value of \( \beta \) larger than zero is crucial in order to obtain good results. If the redundancy between features is not taken into account, selecting the features with the highest relevance with respect to the output class tends to produce a set of redundant features that may leave out useful complementary information.

Table 2 presents the performance of the proposed method using both \( V \) and mutual information for different values of \( \beta \). The results and subsequent discussions are presented in this table with respect to various proposed and existing quantitative indexes for both fuzzy and crisp approximation spaces. In Table 2, it is seen that as the value of \( \beta \) increases, the values of the \( \text{RELEV} \) index and representative entropy \( H_R \) increase, whereas the classification error of \( C_4.5 \), the values of \( \text{IR} \), \( \text{IE} \), \( \text{DU} \), \( \text{NN} \), index, class separability \( S \), and entropy \( E \) decrease. The \( V \) and mutual information achieve their best performance for \( 0 \leq \beta < 1 \) with respect to

<table>
<thead>
<tr>
<th>Type of ( f )</th>
<th>Value of ( \alpha )</th>
<th>C4.5 Error</th>
<th>K-NN Error</th>
<th>Separability</th>
<th>Entropy ( E )</th>
<th>Entropy ( H_R )</th>
<th>\text{RELEV} Index</th>
<th>\text{REDUN} Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( i_o )</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
</tr>
<tr>
<td>0.2</td>
<td>18.0</td>
<td>17.9</td>
<td>17.2</td>
<td>18.0</td>
<td>0.435</td>
<td>0.465</td>
<td>0.828</td>
<td>0.827</td>
</tr>
<tr>
<td>0.5</td>
<td>18.6</td>
<td>18.1</td>
<td>17.2</td>
<td>18.8</td>
<td>0.369</td>
<td>0.467</td>
<td>0.829</td>
<td>0.832</td>
</tr>
<tr>
<td>0.8</td>
<td>17.3</td>
<td>17.3</td>
<td>17.3</td>
<td>18.8</td>
<td>0.367</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>1.0</td>
<td>17.3</td>
<td>17.3</td>
<td>17.3</td>
<td>18.8</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>1.5</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>2.0</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>3.0</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type of ( f )</th>
<th>Value of ( \alpha )</th>
<th>C4.5 Error</th>
<th>K-NN Error</th>
<th>Separability</th>
<th>Entropy ( E )</th>
<th>Entropy ( H_R )</th>
<th>\text{RELEV} Index</th>
<th>\text{REDUN} Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( m_o )</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
<td>crisp</td>
<td>fuzzy</td>
</tr>
<tr>
<td>0.2</td>
<td>18.0</td>
<td>17.9</td>
<td>17.2</td>
<td>18.0</td>
<td>0.435</td>
<td>0.465</td>
<td>0.828</td>
<td>0.827</td>
</tr>
<tr>
<td>0.5</td>
<td>18.6</td>
<td>18.1</td>
<td>17.2</td>
<td>18.8</td>
<td>0.369</td>
<td>0.467</td>
<td>0.829</td>
<td>0.832</td>
</tr>
<tr>
<td>0.8</td>
<td>17.3</td>
<td>17.3</td>
<td>17.3</td>
<td>18.8</td>
<td>0.367</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>1.0</td>
<td>17.3</td>
<td>17.3</td>
<td>17.3</td>
<td>18.8</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>1.5</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>2.0</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
<tr>
<td>3.0</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.6</td>
<td>0.366</td>
<td>0.467</td>
<td>0.828</td>
<td>0.832</td>
</tr>
</tbody>
</table>
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to all these quantitative indexes. In other words, the best performance of \( V \) and mutual information is achieved when the relevance of each feature is discounted by at least 50 percent of total redundancy with respect to already selected features.

### 7.4 Optimum Value of Multiplicative Parameter \( \eta \)

The \( \eta \) is a multiplicative parameter controlling the extent of overlapping between the fuzzy sets low and medium or medium and high. Keeping the values of \( \sigma_{low}, \sigma_{medium}, \sigma_{high} \) fixed, the amount of overlapping among the \( \pi \) functions can be altered varying \( \sigma_{medium} \). As \( \eta \) is decreased, the radius \( \sigma_{medium} \) decreases around \( c_{medium} \) such that ultimately, there is insignificant overlapping between the \( \pi \) functions low and medium or medium and high. On the other hand, as \( \eta \) is increased, the radius \( \sigma_{medium} \) increases around \( c_{medium} \) so that the amount of overlapping between \( \pi \) functions increases.

Table 3 represents the performance of the proposed method in terms of various quantitative indexes for different values of \( \eta \). Results are presented for different data sets considering the information measure as both mutual information and \( V \) information. It is seen that in case of both mutual information and \( V \)-information, the proposed method achieves consistently better performance for \( 1 < \eta < 1.7 \). In fact, very large or very small amounts of overlapping among the three fuzzy sets of the input feature are found to be undesirable.

### 7.5 Performance of Different \( f \)-Information

Furthermore, extensive experiments are done to evaluate the performance of different \( f \)-information measures, both in fuzzy and crisp approximation spaces. Tables 4 and 5 report the results for different values of \( \alpha \) considering \( \beta = 0.5 \) and \( \alpha = 1.5 \). For each data set, the value of \( d \) (number of selected features) is chosen through extensive experimentation in such a way that the classification error of both C4.5 and K-NN becomes almost equal to that of original feature set.

From the results reported in Tables 4 and 5, it is seen that most of the \( f \)-information measures achieve consistently better performance than mutual information (\( = I \)).
R_{1,0}^{\alpha}$-information) for different values of $\alpha$, both in fuzzy and crisp approximation spaces. Some $f$-information measures are shown to perform poorly on all aspects for certain values of $\alpha$. The majority of measures produces results similar to those of mutual information. An important finding, however, is that several measures, although slightly more difficult to optimize, can potentially yield significantly better results than mutual information. For Satimage data, $V_\alpha$ or $M_{1,0}^{\alpha}$, $I_\alpha$, and $R_{\alpha}^{\alpha}$-information for $0.8 \leq \alpha \leq 4.0$, and $\chi^\alpha$-information for $\alpha = 2.0$ and $3.0$ perform better than mutual information in fuzzy approximation spaces, while for Letter data, $I_{0.5}^\alpha$, $M_{0.5}^\alpha$, and $V$-information yield the best result with respect to most of the indexes and other measures are comparable to mutual information. However, the lowest value of REDUN index for Satimage data is achieved using $\chi^{4.0}$ and $\chi^{5.0}$-information.

### 7.6 Performance of Different Algorithms

Table 6 compares the best performance of different $f$-information that is used in the proposed feature selection method. The results are presented based on the minimum classification error of both C4.5 and K-NN. The values of $\beta$ and $\eta$ are considered as 0.5 and 1.5, respectively. The best performance of quick reduct (QR) algorithm, both in fuzzy [10] and crisp [18] approximation spaces, is also provided for the sake of comparison. It is seen that the $f$-information in fuzzy approximation spaces is more effective than that in crisp approximation spaces. The $f$-information-measure-based proposed feature selection method selects a set of features having the lowest classification error of both C4.5 and K-NN, class separability, entropy, and REDUN index values and the highest representation entropy and RELEV index values for all the cases. Also, several $f$-information measures, although slightly more difficult to optimize, can potentially yield significantly better results than mutual information, both in fuzzy and crisp approximation spaces. Moreover, the $f$-information-based proposed method outperforms quick reduct algorithm, both in fuzzy and crisp approximation spaces. However, quick reduct algorithm achieves the best RELEV index value for all data sets as it selects only relevant features of a data set without considering the redundancy among them. The better performance of the proposed method using $f$-information is achieved due to the fact that the fuzzy equivalence partition matrix provides an efficient way to calculate different $f$-information measures on fuzzy approximation spaces. In effect, a reduced set of features having maximum relevance and minimum redundancy is being obtained using the proposed method. Finally, Table 7 reports the execution time of different algorithms. The significantly lesser time of the proposed algorithm is achieved due to its low computational complexity.

### 8 CONCLUSION

The problem of feature selection is highly important, particularly given the explosive growth of available information. In this paper, a novel feature selection method is presented based on fuzzy-rough sets. Using the concept of $f$-information measures on fuzzy approximation spaces, an efficient algorithm is introduced for finding nonredundant and relevant features of real-valued data sets. This formulation is geared toward maximizing the utility of rough sets, fuzzy sets, and information measures with respect to knowledge discovery tasks. Several quantitative indexes are defined based on fuzzy-rough sets to evaluate the performance of the proposed feature selection method on fuzzy approximation spaces for real-life data sets. Finally, the effectiveness of the proposed method is presented, along with a comparison with other related algorithms, on a set of real-life data.
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