Shift-invariant wavelet transform with properly selected wavelet base and decomposition level(s), is used to characterize rough-wavelet granules producing wavelet granularity of a feature space for a multispectral image such as a remote sensing image. Through the use of the granulated feature space contextual information in time and/or frequency domains are analyzed individually or in combination. Neighborhood rough sets (NRS) are employed in the selection of a subset of granulated features that further explore the local and/or contextual information from neighbor granules.
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CROSS REFERENCE TO RELATED APPLICATIONS


BACKGROUND

[0002] Unless otherwise indicated herein, the materials described in this section are not prior art to the claims in this application and are not admitted to be prior art by inclusion in this section.

[0003] Granular computing refers to computation and operations performed on information granules (group of similar objects or points). Its applicability covers conceptual and computational paradigms of studying information and processing. Information granules may be constructed specifically in spatial domain and applied to various areas, including automatic target recognition, color image segmentation, and remote sensing image classification. Multispectral remote sensing images may contain information over a large range of variation of frequencies, which may also change over regions. Such data have both spectral features with correlated bands and spatial features correlated in the same band. Simultaneous utilization of the spectral and spatial (contextual) information in an effective manner may enhance the analysis. Methods utilizing the merits of local information in a band for the classification of images, for example, texture features extracted from angular second moment, contrast, correlation, entropy and variance based on the grey-level co-occurrence matrices have found wide applications. However, these methods are typically computationally expensive.

[0004] Wavelet transform (WT) is employed as a tool for analyzing texture regions of images, in both spatial (time) and spectral (frequency) domains. Thus, WT may be used for extraction of contextual information of pixels in images by wavelet granulation (i.e., group of similar information in WT domain) of a feature space. Although shift variant WT is quite attractive for various applications, it does not maintain the indispensable property of textural analysis, like time invariance, and makes it insufficient for dealing with texture analysis. Furthermore, the redundant representation of input using WT may increase the feature dimension and bring additional complexity in solving tasks associated with pattern recognition, machine learning and data mining.

[0005] Rough set theory has been shown to be an effective tool for feature selection, uncertainty handling, knowledge discovery, and rule extraction from categorical data. The theory enables the discovery of data dependencies and performs the reduction/selection of attributes contained in a data set using the data alone, requiring no additional information. While rough sets may be used as an effective tool to deal with both vagueness and uncertainty in data sets and to perform granular computation, they may be used for numerical data with the discretization of the data, which may result in the loss of information and introduction of noise.

SUMMARY

[0006] The present disclosure describes a method for performing rough-wavelet based analysis of spatio-temporal patterns. The method includes generating a wavelet granulated space of features associated with a multispectral image, selecting features based on a rough set evaluation, removing redundant features, and/or classifying patterns based on selected features.

[0007] The present disclosure further provides an apparatus for performing rough-wavelet based analysis of spatio-temporal patterns. The apparatus may include a memory configured to store instructions and data associated with an input pattern vector of a multispectral image and a processor coupled to the memory, where the processor is adapted to generate a wavelet granulated space of features associated with the multispectral image, select features based on a rough set evaluation, remove redundant features, and/or classify patterns based on selected features.

[0008] The present disclosure also describes a computer-readable storage medium with instructions stored thereon for performing rough-wavelet based analysis of spatio-temporal patterns. The instructions may include generating a wavelet granulated space of features associated with a multispectral image, selecting features based on a rough set evaluation, removing redundant features, and/or classifying patterns based on selected features, where spectral band values may be used as features.

[0009] The foregoing summary is illustrative only and is not intended to be in any way limiting. In addition to the illustrative aspects, embodiments, and features described above, further aspects, embodiments, and features will become apparent by reference to the drawings and the following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] The below described and other features of this disclosure will become more fully apparent from the following description and appended claims, taken in conjunction with the accompanying drawings. Understanding that these drawings depict only several embodiments in accordance with the disclosure and are therefore, not to be considered limiting of its scope, the disclosure will be described with additional specificity and detail through use of the accompanying drawings, in which:

[0011] FIG. 1 illustrates example flows for two-dimensional shift-variant and shift-invariant discrete wavelet transforms for one-level decomposition;

[0012] FIG. 2 illustrates an example for two-dimensional wavelet transform and its spectral subspaces for one-level decomposition;

[0013] FIG. 3 illustrates feature elements generation with one spectral band of image using WT decomposition;

[0014] FIG. 4 illustrates an example schematic flow diagram of a classification process combining shift-invariant wavelet transform and neighborhood rough set based feature selection;

[0015] FIG. 5 illustrates an example of feature elements generation with one spectral band of image using wavelet transform decomposition;
FIG. 6 illustrates a general purpose computing device, which may be used to implement classification process combining shift-invariant wavelet transform and neighborhood rough set based feature selection.

FIG. 7 is a flow diagram illustrating an example method for rough-wavelet granular space based classification of multispectral images that may be performed by a computing device such as device 600 in FIG. 6, and

FIG. 8 illustrates a block diagram of an example computer program product, all arranged in accordance with at least some embodiments described herein.

DETAILED DESCRIPTION

In the following detailed description, reference is made to the accompanying drawings, which form a part hereof. In the drawings, similar symbols typically identify similar components, unless context dictates otherwise. The illustrative embodiments described in the detailed description, drawings, and claims are not meant to be limiting. Other embodiments may be utilized, and other changes may be made, without departing from the spirit or scope of the subject matter presented herein. It will be readily understood that the aspects of the present disclosure, as generally described herein, and illustrated in the Figures, can be arranged, substituted, combined, separated, and designed in a wide variety of different configurations, all of which are explicitly contemplated herein.

This disclosure is generally drawn, inter alia, to methods, apparatus, systems, devices, and/or computer program products related to analysis of multispectral images using rough-wavelet granular space.

Briefly stated, shift-invariant wavelet transform with properly selected wavelet base and decomposition level(s) may be used to characterize rough-wavelet granules producing wavelet granulation of a feature space for a multispectral image such as a remote sensing image. Through the use of the granulated feature space contextual information in time and/or frequency domains may be analyzed individually or in combination. Neighborhood rough sets (NRS) may be employed in the selection of a subset of granulated features that further explore the local and/or contextual information from neighbor granules.

FIG. 1 illustrates example flows for two-dimensional shift-variant and shift-invariant discrete wavelet transforms for one-level decomposition arranged in accordance with at least some embodiments described herein. Image classification in digital image processing categorizes images into different groups based on one or more predefined classification criteria. Image classification may be performed in two stages: image feature extraction from a source image and construction of an image classifier.

Feature extraction methods may be grouped under three major categories: statistics-based methods, model-based methods, and filter-based methods. Statistics-based methods use image statistical features, such as color histograms, to represent an image. Model-based methods employ a probability distribution model to describe the source image, such as Markov chains and/or Markov random fields. Filter-based methods may employ a bank of filters to transform the source image into frequency or time domain from spatial domain, where the image features are defined using transformed coefficients. Wavelet filters may be used to decompose a source image into different sub-bands, where the image features are characterized by the wavelet coefficients.

According to some embodiments a rough-wavelet granular space-based model may be used for land cover classification of multispectral remote sensing images or other images, where shift-invariant granules are formulated in the wavelet domain. The shift-invariant wavelet transform with properly selected wavelet base and decomposition level(s), may be used to characterize rough-wavelet granules producing wavelet granulation of the feature space for the multispectral image. Furthermore, NRS may be employed to select a subset of granulated features for further examining local and/or contextual information from neighbor granules.

Thus, a model according to some embodiments exploits shift-invariant wavelet granulation and NRS mutually, which may enhance an efficiency and accuracy of the computation especially in the pattern classification with overlapping classes.

The wavelet transform (WT) is primarily developed for the analysis of non-stationary signals. The transform operates on a dual plane instead of working on a single plane (time or frequency). The transform performs the decomposition of signal into a number of scales, where each scale represents a particular coarseness of that signal. The discrete WT (DWT) has become largely popular because of its computationally efficient implementation using the Mallat algorithm in computation and in practical implementation through banks of filters and gates. Broadly, the DWT may be categorized as shift/time/translation-variant (non-redundant) and shift-invariant (redundant). Two-dimensional (2D) shift-variant DWT (SV-DWT) (extension of one-dimensional SV-DWT) may be implemented as a separable filter bank 110 in row (112) and column (116) directions, which performs one-level decomposition of an image into four sub-images in four equal sub-bands, as shown in Diagram 100.

H and L in filter bank 110 denote the high-pass and low-pass filters, respectively. |2 114 and 118| components represent the down sampling operation by a factor of 2 (decimation). Approximate image LL (119) is the low-frequency component obtained by low-pass filtering of the input in both row (112) and column (116) directions. The detail images LH, HL, and HH are the high-frequency components including horizontal, vertical and diagonal information, respectively. For more levels of DWT decomposition, the lower frequency component (LL) may be recursively processed. With this process, the SV-DWT with Q-level of decomposition may generate a total of 3Q+1 sub-bands.

Filter bank 120 is an example of shift-invariant DWT (SI-DWT), where down-sampling is not performed in row (122) and column (124) filter stages. Instead, an input to the next level (125) is subjected to up-sampling through low-pass and high-pass paths (126 and 128).

FIG. 2 illustrates an example for two-dimensional wavelet transform and its spectral subspaces for one-level decomposition in accordance with at least some embodiments described herein. SV-DWT can support compression without substantial loss or redundancy of information between the levels. However, time may vary in SV-DWT (i.e., the coefficients of a delayed information are not a time-shifted version of those of the original), which may result in degradation of performance in texture analysis such as land cover regions in remote sensing images.

Shift-invariant DWT (SI-DWT), on the other hand, performs the decomposition without a down-sampling operation, and the filter coefficients (L and H) are up-sampled (|2 by a factor of 2 for use at a next level of decomposition, as
discussed above. As a result, the SI-DWT may provide a shift-invariant representation of the input. Similar to 2D SV-DWT, 2D SI-DWT decomposes the original frequency band into four equal sub-bands with one-level of decomposition (L.H. 2.40, L.H 2.38, H.L. 2.34, and H.H 2.36). Diagram 200 illustrates a corresponding frequency partition with the horizontal axis showing $a_{horizontal}$ 230 and the vertical axis showing $a_{vertical}$ 232. The sizes of the sub-images obtained by SV-DWT may decrease with the increase of decomposition levels, whereas their sizes may remain the same as the original using SI-DWT.

[0031] FIG. 3 illustrates feature elements generation with one spectral band of image using WT decomposition in accordance with at least some embodiments described herein.

[0032] In some example implementations, spectral (band) values may be used as features for a multispectral remote sensing image 342. DWT decomposition 344 of image 342 may be performed up to the desired levels (level 1 through Q) and corresponding sub-images 346, 348 may be obtained. Since the pixels of the sub-images at different levels represent the information of the original pixels, these pixel values may be employed to construct the pattern vector. The sub-images may then be cascaded so that the extracted features of the original multispectral image can be obtained. Diagram 300 shows cascading of sub-images 346, 348 of a single band image obtained by Q-level of DWT decomposition. The cascading process may be extended for the sub-images of multi-band images.

[0033] FIG. 4 illustrates an example schematic flow diagram of a classification process combining shift-invariant wavelet transform and neighborhood rough set based feature selection in accordance with at least some embodiments described herein. As illustrated summarily in diagram 400, image classification according to some embodiments may be performed in three stages: generation of wavelet granulated feature space from an input pattern (452), removal of redundant features using rough set or neighborhood rough set (454), and classification based on the selected features (456).

[0034] According to some embodiments, SI-DWT may be employed to characterize the feature values in wavelet granulation of the input pattern vector of a multispectral remote sensing image. The SI-DWT identifies both scale and space information of the event simultaneously to build a granular space enhancing the classification for data sets with overlapping classes. Based on the number of decomposition level(s), each of the input feature spaces may be represented by the corresponding number of equal areas frequency planes, thus, producing wavelet granules in a time-frequency plane. As a whole, the granulated feature space may constitute 4th and 7th granules in n-dimension feature space for one and two levels of DWT decomposition, respectively.

[0035] The decomposition level depends on the type of requirement and varies with the image processing in hand. Average entropy may be computed providing a measure of information of the image for each level. The average entropy value may not change substantially after a certain level of decomposition. Thus, the decomposition may be stopped after a few levels, for example, after the second level. After that level, the cost of computation may continue to increase, while no substantial new information may be gained. Various distinguishable characteristics like spatio-geometric information and energy at different scales, which are normally called the signature of the land covers in remote-sensing images, may be preserved with the DWT decomposition using orthogonal basis and further enhanced using bi-orthogonal bases. Hence, a bi-orthogonal group of wavelet bases may be employed in an image processing system according to some embodiments.

[0036] The bi-orthogonal bases may be more desirable than orthogonal ones because they can maintain linear phase characteristic with finite number of impulse responses and the wavelets have high regularity. In the wavelet granulation process, each feature value may be represented by 7 sub-bands characterizing 7 wavelet granules along the axis and result in the increase of feature dimension. The increased dimension may increase a complexity of some of the tasks of pattern recognition, as in land cover classification of remote sensing image. Thus, a subset of relevant and non-redundant features may be selected. According to other embodiments, a neighborhood rough set (NRS) based feature selection method may be employed in the second operation of the process. NRS can deal with both numerical and categorical data and does not require any discretization of numerical data. Moreover, the neighboring sets facilitate gathering of possible local information through neighbor granules that provide enhanced class discrimination information. Thus, by taking advantage of the combination of shift-invariant wavelet granulation and NRS feature selection methods, an enhanced framework may be provided for the classification of patterns in overlapping class environment.

[0037] Rough sets create approximate descriptions of objects for data analysis. In computing rough sets, lower and upper approximations may be determined. The lower approximation is a description of the domain objects, which are known with certainty to belong to the subset of interest, and the upper approximation is a description of the objects, which possibly as well as definitely belong to the subset. Rough sets may be employed to remove redundant conditional features, while retaining their information content and enabling discovery of data dependencies and selection of feature subsets contained in a data set using the data alone without additional information. According to some examples, rough sets may partition the object space based on a feature set using an equivalence relation. The partition spaces thus generated are also known as granules. The generated granules may become the elemental building blocks for information granulation process used for data analysis. A measure of significance may then be determined by evaluating the change in dependency when a feature is removed from the set. The higher the change in dependency, the more significant a particular feature may be. Based on this significance a minimum element feature subset may be searched and located.

[0038] For efficiency of computing and resource management, a quickreduct algorithm may be employed for large data sets. A quickreduct algorithm calculates a minimum element feature set without exhaustively generating all possible subsets. The reduction of attributes may be achieved by comparing equivalence relations generated by sets of attributes. Attributes may be removed so that the reduced set provides the same predictive capability of the decision feature as the original. A reduct may be defined as a subset of minimal cardinality $r_{min}$ of the conditional attribute set $C$ such that $a(D) = r_{C}(D)$. Additionally, an element of pruning may be introduced in a quickreduct algorithm. By noting the cardinality of any pre-discovered reducts, the current possible subset may be ignored if it contains more elements. The selected features may then be used for the classification process.
Based on the significance of a feature(s), the subset of features (reduct) may be evaluated using neighborhood rough set theory according to further embodiments. One or more suitable sets of reducts may be obtained based on the significance. A forward greed search algorithm may be employed for feature selection using neighborhood rough set.

After the features are selected, a classifier may be used to classify the input pattern based on the selected features. According to some embodiments, a threshold value for various distances used in NRS, beyond which classification performance falls substantially, may also be determined. Inclusion of rough set theoretic feature selection method may not only increase the performance of the image processing system, but also reduce a computational time needed for wavelet based classification. In addition to multispectral remote sensing image classification, the model described herein may be used for the analysis of other spatio-temporal patterns such as texture analysis for Augmented Reality (AR) applications.

A comparative analysis with total computational time (obtained from the sum of the training and testing times) for a k-nearest neighbor classifier (k-NN with k=1), a wavelet granulation and a k-NN classifier (with k=1), a wavelet granulation with rough set based feature selection and a k-NN classifier (with k=1), and a wavelet granulation with NRS based feature selection and a k-NN classifier (with k=1), illustrates that the total computation time values for wavelet-granulation based model is higher with reduced accuracy, compared to rough-wavelet granulation and feature selection based models.

A percentage of gain of the four models discussed above also shows that the wavelet granulation with NRS based feature selection and a k-NN classifier (with k=1) provides additional accuracy. Embeddings are not limited to wavelet granulation with NRS based feature selection and a k-NN classifier (with k=1). Other classifiers such as k-NN (k=3), k-NN (k=5), maximum likelihood (ML) classifier, or multi-layered perceptron (MLP) may also be employed in the third operation of the process. The comparatively high efficiency and accuracy of the model using wavelet granulation with NRS based feature selection and a classifier over other models mentioned above can also be illustrated experimentally.

FIG. 5 illustrates an example of feature elements generation with one spectral band of image using wavelet transform decomposition in accordance with at least some embodiments described herein. Diagram 500 displays a pictorial view of generated wavelet granules for one-level DWT decomposition in two-dimensional (F1 and F2) feature space 566. Granule number 7 (568), for example, is characterized by frequency planes F1 and F2 of the original frequency planes 564 and 562, respectively. As a whole, the granulated feature space constitutes 4th and 5th granules in n-dimension feature space for one and two levels of DWT decomposition, respectively.

Based on the number of decomposition level(s), each of the input feature spaces may be represented by a corresponding number of equal areas frequency planes (e.g., 562, 564), thereby producing wavelet granules in time-frequency plane.

FIG. 6 illustrates a general purpose computing device, which may be used to implement classification process combining shift-invariant wavelet transform and neighborhood rough set based feature selection in accordance with at least some embodiments described herein. In a very basic configuration 602, computing device 600 typically includes one or more processors 604 and a system memory 606. A memory bus 608 may be used for communicating between processor 604 and system memory 606.

Depending on the desired configuration, processor 604 may be of any type including but not limited to a microprocessor (μP), a microcontroller (μC), a digital signal processor (DSP), or any combination thereof. Processor 604 may include one or more levels of caching, such as a level cache memory 612, a processor core 614, and registers 616. Example processor core 614 may include an arithmetic logic unit (ALU), a floating point unit (FPU), a digital signal processing core (DSP Core), or any combination thereof. An example memory controller 618 may also be used with processor 604, or in some implementations memory controller 618 may be an internal part of processor 604.

Depending on the desired configuration, system memory 606 may be of any type including but not limited to volatile memory (such as RAM), non-volatile memory (such as ROM, flash memory, etc.) or any combination thereof. System memory 606 may include an operating system 620, one or more applications 622, and program data 624. Application 622 may include a wavelet computation module 626 that is arranged to perform rough-wavelet based analysis of spatio-temporal patterns by generating a wavelet granulated space, selecting features based on a rough set evaluation, removing redundant features, and classifying the patterns based on the selected features and any other processes, methods and functions as discussed above. Program data 624 may include one or more of analysis data 628 (e.g., image data, etc.) and similar data as discussed above in conjunction with at least FIG. 1 through 5. This data may be useful for processing remote sensing and similar images as is described herein. In some embodiments, application 622 may be arranged to operate with program data 624 on operating system 620 such that switch traffic is scheduled as described herein. This described basic configuration 602 is illustrated in FIG. 6 by those components within the inner dashed line.

Computing device 600 may have additional features or functionality, and additional interfaces to facilitate communications between basic configuration 602 and any required devices and interfaces. For example, a bus/interface controller 630 may be used to facilitate communications between basic configuration 602 and one or more data storage devices 632 via a storage interface bus 634. Data storage devices 632 may be removable storage devices 636, non-removable storage devices 638, or a combination thereof. Examples of removable storage and non-removable storage devices include magnetic disk devices such as flexible disk drives and hard-disk drives (HDD), optical disk drives such as compact disk (CD) drives or digital versatile disk (DVD) drives, solid state drives (SSD), and tape drives to name a few. Example computer storage media may include volatile and nonvolatile, removable and non-removable media implemented in any method or technology for storage of information, such as computer readable instructions, data structures, program modules, or other data.

System memory 606, removable storage devices 636 and non-removable storage devices 638 are examples of computer storage media. Computer storage media includes, but is not limited to, RAM, ROM, EEROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic
tape, magnetic disk storage or other magnetic storage devices, or any other medium which may be used to store the desired information and which may be accessed by computing device 600. Any such computer storage media may be part of computing device 600.

Computing device 600 may also include an interface bus 640 for facilitating communication from various interface devices (e.g., output devices 642, peripheral interfaces 644, and communication devices 666 to basic configuration 602 via bus/interface controller 630. Example output devices 642 include a graphics processing unit 648 and an audio processing unit 650, which may be configured to communicate to various external devices such as a display or speakers via one or more AN ports 652. Example peripheral interfaces 644 include a serial interface controller 654 or a parallel interface controller 656, which may be configured to communicate with external devices such as input devices (e.g., keyboard, mouse, pen, voice input device, touch input device, etc.) or other peripheral devices (e.g., printer, scanner, etc.) via one or more I/O ports 658. An example communication device 666 includes a network controller 660, which may be arranged to facilitate communications with one or more computing devices 662 over a network communication link via one or more communication ports 664.

The network communication link may be an example of a communication media. Communication media may typically be embodied by computer readable instructions, data structures, program modules, or other data in a modulated data signal, such as a carrier wave or other transport mechanism, and may include any information delivery media. A “modulated data signal” may be a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media may include wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, radio frequency (RF), microwave, infrared (IR) and other wireless media. The term computer readable media as used herein may include both storage media and communication media.

Computing device 600 may be implemented as a portion of a physical server, virtual server, a computing cloud, or a hybrid device that includes any of the above functions. Computing device 600 may also be implemented as a personal computer including both laptop computer and non-laptop computer configurations. Moreover computing device 600 may be implemented as a networked system or as part of a general purpose or specialized server.

Networks for a networked system including computing device 800 may comprise any topology of servers, clients, switches, routers, modems, Internet service providers, and any appropriate communication media (e.g., wired or wireless communications). A system according to embodiments may have a static or dynamic network topology. The networks may include a secure network such as an enterprise network (e.g., a LAN, WAN, or WLAN), an unsecure network such as a wireless open network (e.g., IEEE 802.11 wireless networks), or a world-wide network such (e.g., the Internet). The networks may also comprise a plurality of distinct networks that are adapted to operate together. Such networks are configured to provide communication between the nodes described herein. By way of example, and not limitation, these networks may include wireless media such as acoustic, RF, infrared and other wireless media. Furthermore, the networks may be portions of the same network or separate networks.

Example embodiments may also include methods. These methods can be implemented in any number of ways, including the structures described herein. One such way is by machine operations, of devices of the type described in the present disclosure. Another optional way is for one or more of the individual operations of the methods to be performed in conjunction with one or more human operators performing some of the operations while other operations are performed by machines. These human operators need not be collocated with each other, but each can be only with a machine that performs a portion of the program. In other examples, the human interaction can be automated such as by pre-selected criteria that are machine automated.

FIG. 7 is a flow diagram illustrating an example method for rough-wavelet granular space based classification of multispectral images that may be performed by a controller device 710 in accordance with at least some embodiments described herein. The controller device 710 may be, for example, computing device 600 in FIG. 6. The operations described in blocks 722 through 726 may be stored as computer-executable instructions in a computer-readable medium 720 such as the drives 640 of the computing device 600.

A process of rough-wavelet granular space based classification of multispectral images may begin with operation 722, “GENERATE WAVELET BASED GRANULES.” At operation 722, an input pattern vector of a multispectral image may be transformed through SI-DWT using shift-invariant granules in wavelet domain. Based on a number of implemented decomposition level(s), each of the input feature spaces may be represented by the corresponding number of equal areas frequency planes producing wavelet granules in time-frequency plane.

Operation 722 may be followed by operation 724, “SELECT FEATURES USING NEIGHBORHOOD ROUGH SET.” At operation 724, rough set theory and a quickredst algorithm may be employed to select features. Because a number of feature sets may be found that satisfy the criteria, NRSs may be employed in the selection of a subset of granulated features that further explore the local/contextual information from neighboring areas.

At operation 726 “CLASSIFY BASED ON SELECTED FEATURES” following operation 724, a classifier may be used to categorize the input pattern based on the features selected at operation 724. The classifier may include a k-NN classifier (with k=1, 3, or 5), a maximum likelihood (ML) classifier, a multi-layered perceptron (MLP), or similar classifiers.

The operations included in the above described process are for illustration purposes. Rough-wavelet granular space based classification of multispectral images may be implemented by similar processes with fewer or additional operations. In some examples, the operations may be performed in a different order. In some other examples, various operations may be eliminated. In still other examples, various operations may be divided into additional operations, or combined together into fewer operations.
include a signal bearing medium 802 that may also include machine readable instructions 804 that, when executed by, for example, a processor, may provide the functionality described above with respect to FIG. 6. Thus, for example, referring to the computing device 600, the scheduling module 626 may undertake one or more of the tasks shown in FIG. 8 in response to instructions 804 conveyed to the processor 604 by the medium 802 to perform actions associated with differential frame based scheduling for input queued switches as described herein. Some of those instructions may be associated with wavelet granulation, neighborhood rough set based feature selection, and classification based on selected features.

[0061] In some implementations, the signal bearing medium 802 depicted in FIG. 8 may encompass a computer-readable medium 806, such as, but not limited to, a hard disk drive, a Compact Disc (CD), a Digital Versatile Disc (DVD), a digital tape, memory, etc. In some implementations, signal bearing medium 802 may encompass a recordable medium 808, such as, but not limited to, memory, read/write (R/W) CDs, R/W DVDs, etc. In some implementations, the signal bearing medium 802 may encompass a communications medium 810, such as, but not limited to, a digital and/or an analog communication medium (e.g., a fiber optic cable, a waveguide, a wired communications link, a wireless communication link, etc.). Thus, for example, program product 800 may be conveyed to one or more modules of the processor 810 by an RF signal bearing medium, where the signal bearing medium 802 is conveyed by a wireless communications medium 810 (e.g., a wireless communications medium conforming with the IEEE 802.11 standard).

[0062] The present disclosure presents a method for performing rough-wavelet based analysis of spatio-temporal patterns. The method includes generating a wavelet granulated space of features associated with a multispectral image, selecting features based on a rough set evaluation, removing redundant features, and/or classifying patterns based on selected features.

[0063] According to some examples, the method may also include using spectral band values as features or generating the wavelet granulated space by formulating shift-invariant granules in wavelet domain. Moreover, the method may further include formulating the shift-invariant granules through a shift-invariant discrete wavelet transform (SI-DWT) that characterizes feature values for wavelet granulation of an input pattern vector of the multispectral image. The SI-DWT may be stopped after a second decomposition.

[0064] According to other examples, the wavelet granulated space may constitute 4n granules in an n-dimension feature space for a one-level DWT decomposition or 7n granules in an n-dimension feature space for a two-level DWT decomposition. The method may also include selecting wavelet bases and decomposition levels to characterize granules for producing wavelet granulation of a feature space. Bi-orthogonal wavelet bases may be employed and the features selected based on rough set evaluation comprises employing neighborhood rough sets (NRS) in the selection of a subset of granulated features that further explore local and/or contextual information from neighbor granules.

[0065] According to further examples, the subset of granulated features may be evaluated based on a significance of the features. A forward greed search algorithm may be employed for the feature selection. Moreover, the patterns may be classified based on the selected features by determining a threshold for distances used in NRS, beyond which classification performance falls substantially. Furthermore, a k-nearest neighbors classifier, a maximum likelihood classifier, or a multilayered perceptron classifier may be used to classify the patterns based on the selected features. In case of k-nearest neighbors classifier, the k-value may be 1, 3, or 5. Also, the multispectral image may be a remote sensing image.

[0066] The present disclosure also presents an apparatus for performing rough-wavelet based analysis of spatio-temporal patterns. The apparatus may include a memory configured to store instructions and data associated with an input pattern vector of a multispectral image and a processor coupled to the memory, where the processor is adapted to generate a wavelet granulated space of features associated with the multispectral image, select features based on a rough set evaluation, remove redundant features, and/or classify patterns based on selected features.

[0067] According to some examples, the rough-wavelet based analysis may be performed to generate a model for land cover classification of a multispectral remote sensing image. The rough-wavelet based analysis may also be performed for one of texture detection or image indexing. The wavelet granulated space may be generated by formulating shift-invariant granules in wavelet domain. Furthermore, the shift-invariant granules may be formulated through a shift-invariant discrete wavelet transform (SI-DWT) that characterizes feature values for wavelet granulation of an input pattern vector of a multispectral image. The processor may also stop the SI-DWT after a second decomposition. As with the method, the wavelet granulated space may constitute 4n granules in an n-dimension feature space for a one-level DWT decomposition or 7n granules in an n-dimension feature space for a two-level DWT decomposition.

[0068] According to other examples, the processor may select wavelet bases and decomposition levels to characterize granules for producing wavelet granulation of a feature space and employ bi-orthogonal wavelet bases. The processor may also employ neighborhood rough sets (NRS) in the selection of a subset of granulated features that further explore local and/or contextual information from neighbor granules. The processor may evaluate the subset of granulated features based on a significance of the features and use spectral band values as features.

[0069] According to further examples, the processor may employ a forward greed search algorithm for the feature selection and determine a threshold for distances used in NRS, beyond which classification performance falls substantially. The processor may employ a k-nearest neighbors classifier, a maximum likelihood classifier, or a multilayered perceptron classifier to classify the patterns based on the selected features, where k may a value of 1, 3, or 5, in case of k-nearest neighbors classifier.

[0070] The present disclosure further provides a computer-readable storage medium with instructions stored thereon for performing rough-wavelet based analysis of spatio-temporal patterns. The instructions may include generating a wavelet granulated space of features associated with a multispectral image, selecting features based on a rough set evaluation, removing redundant features, and/or classifying patterns based on selected features, where spectral band values may be used as features.

[0071] There is little distinction left between hardware and software implementations of aspects of systems; the use of hardware or software is generally (but not always, in that in
certain contexts the choice between hardware and software may become significant) a design choice representing cost vs.
efficiency tradeoffs. There are various vehicles by which processes and/or systems and/or other technologies described
herein may be effected (e.g., hardware, software, and/or firmware), and that the preferred vehicle will vary with the context
in which the processes and/or systems and/or other technologies are deployed. For example, if an implementer determines
that speed and accuracy are paramount, the implementer may opt for a mainly hardware and/or firmware vehicle; if flex-
ibility is paramount, the implementer may opt for a mainly software implementation; or, yet again alternatively, the
implementer may opt for some combination of hardware, software, and/or firmware.

[0072] The foregoing detailed description has set forth various embodiments of the devices and/or processes via the use
of block diagrams, flowcharts, and/or examples. Insofar as such block diagrams, flowcharts, and/or examples contain
one or more functions and/or operations, it will be understood by those within the art that each function and/or operation
within such block diagrams, flowcharts, or examples may be implemented, individually and/or collectively, by a wide
range of hardware, software, firmware, or virtually any combination thereof. In one embodiment, several portions of
the subject matter described herein may be implemented via Application Specific Integrated Circuits (ASICs), Field Pro-
grammable Gate Arrays (FPGAs), digital signal processors (DSPs), or other integrated formats. However, those skilled in
the art will recognize that some aspects of the embodiments disclosed herein, in whole or in part, may be equivalently
implemented in integrated circuits, as one or more computer programs running on one or more computers (e.g., as one or
more programs running on one or more computer systems), as one or more programs running on one or more processors
(e.g., as one or more programs running on one or more microprocessors), as firmware, or as virtually any combination
thereof, and that designing the circuitry and/or writing the code for the software and/or firmware would be well within
the skill of one of skill in the art in light of this disclosure.

[0073] The present disclosure is not to be limited in terms of the particular embodiments described in this application,
which are intended as illustrations of various aspects. Many modifications and variations can be made without departing
from its spirit and scope, as will be apparent to those skilled in the art. Functionally equivalent methods and apparatuses
within the scope of the disclosure, in addition to those enumerations herein, will be apparent to those skilled in the art
from the foregoing descriptions. Such modifications and variations are intended to fall within the scope of the appended
claims. The present disclosure is to be limited only by the terms of the appended claims, along with the full scope of
equivalents to which such claims are entitled. It is to be understood that this disclosure is not limited to particular
methods, materials, and configurations, which can, of course, vary. It is also to be understood that the terminology used
herein is for the purpose of describing particular embodiments only, and is not intended to be limiting.

[0074] In addition, those skilled in the art will appreciate that the mechanisms of the subject matter described herein
are capable of being distributed as a program product in a variety of forms, and that an illustrative embodiment of the
subject matter described herein applies regardless of the particular type of signal bearing medium used to actually carry
out the distribution. Examples of a signal bearing medium include, but are not limited to, the following: a recordable
type medium such as a floppy disk, a hard disk drive, a Compact Disc (CD), a Digital Versatile Disk (DVD), a digital
tape, a computer memory, etc.; and a transmission type medium such as a digital and/or an analog communication
medium (e.g., a fiber optic cable, a waveguide, a wired communications link, a wireless communication link, etc.).

[0075] Those skilled in the art will recognize that it is common within the art to describe devices and/or processes in
the fashion set forth herein, and thereafter use engineering practices to integrate such described devices and/or processes
into data processing systems. That is, at least a portion of the devices and/or processes described herein may be integrated
into a data processing system via a reasonable amount of experimentation. Those having skill in the art will recognize
that a typical data processing system generally includes one or more of a system unit housing, a video display device, a
memory such as volatile and non-volatile memory, processors such as microprocessors and digital signal processors,
computational entities such as operating systems, drivers, graphical user interfaces, and applications programs, one or
more interaction devices, such as a touch pad or screen, and/or control systems including feedback loops and control
modules (e.g., adjusting feature selection parameters).

[0076] A typical data processing system may be implemented utilizing any suitable commercially available compo-
nents, such as those typically found in data computing/communication and/or network computing/communication
systems. The herein described subject matter sometimes illustrates different components contained within, or con-
ected with, different other components. It is to be understood that such depicted architectures are merely exemplary,
and that in fact many other architectures may be implemented which achieve the same functionality. In a conceptual sense,
any arrangement of components to achieve the same functionality is effectively “associated” such that the desired func-
tionality is achieved. Hence, any two components herein combined to achieve a particular functionality may be seen as
“associated with” each other such that the desired functionality is achieved, irrespective of architectures or intermediate
components. Likewise, any two components so associated may also be viewed as being “operably connected”, or “oper-
ably coupled”, to each other to achieve the desired functionality, and any two components capable of being so associated
may also be viewed as being “operably couplable”, to each other to achieve the desired functionality. Specific examples of
operably coupable include but are not limited to physically connectable and/or physically interacting components and/or
wirelessly interactable and/or wirelessy interacting components and/or logically interacting and/or logically inter-
actable components.

[0077] With respect to the use of substantially any plural and/or singular terms herein, those having skill in the art can
translate from the plural to the singular and/or from the singular to the plural as is appropriate to the context and/or
application. The various singular/plural permutations may be expressly set forth herein for sake of clarity.

[0078] It will be understood by those within the art that, in general, terms used herein, and especially in the appended
claims (e.g., bodies of the appended claims) are generally intended as “open” terms (e.g., the term “including” should
be interpreted as “including but not limited to,” the term “having” should be interpreted as “having at least,” the term
“includes” should be interpreted as “includes but is not lim-
ited to,” etc.). It will be further understood by those within the art that if a specific number of an introduced claim recitation is intended, such an intent will be explicitly recited in the claim, and in the absence of such recitation no such intent is present. For example, as an aid to understanding, the following appended claims may contain usage of the introductory phrases “at least one” and “one or more” to introduce claim recitations. However, the use of such phrases should not be construed to imply that the introduction of a claim recitation by the indefinite articles “a” or “an” limits any particular claim containing such introduced claim recitation to embodiments containing only one such recitation, even when the same claim includes the introductory phrases “one or more” or “at least one” and indefinite articles such as “a” or “an” (e.g., “a” and/or “an” should be interpreted to mean “at least one” or “one or more”); the same holds true for the use of definite articles used to introduce claim recitations. In addition, even if a specific number of an introduced claim recitation is explicitly recited, those skilled in the art will recognize that such recitation should be interpreted to mean at least the recited number (e.g., the bare recitation of “two recitations,” without other modifiers, means at least two recitations, or two or more recitations).

Furthermore, in those instances where a convention analogous to “at least one of A, B, and C, etc.” is used, in general such a construction is intended in the sense one having skill in the art would understand the convention (e.g., “a system having at least one of A, B, and C” would include but not be limited to systems that have A alone, B alone, C alone, A and B together, A and C together, B and C together, and/or A, B, and C together, etc.). In those instances where a convention analogous to “at least one of A, B, or C, etc.” is used, in general such a construction is intended in the sense one having skill in the art would understand the convention (e.g., “a system having at least one of A, B, or C” would include but not be limited to systems that have A alone, B alone, C alone, A and B together, A and C together, B and C together, and/or A, B, and C together, etc.). It will be further understood by those within the art that virtually any disjunctive word and/or phrase presenting two or more alternative terms, whether in the description, claims, or drawings, should be understood to contemplate the possibilities of including one of the terms, either of the terms, or both terms. For example, the phrase “A or B” will be understood to include the possibilities of “A” or “B” or “A and B.”

In addition, where features or aspects of the disclosure are described in terms of Markush groups, those skilled in the art will recognize that the disclosure is also thereby described in terms of any individual member or subgroup of members of the Markush group.

As will be understood by one skilled in the art, for any and all purposes, such as in terms of providing a written description, all ranges disclosed herein also encompass any and all possible subranges and combinations of subranges thereof. Any listed range can be easily recognized as sufficiently describing and enabling the same range being broken down into at least equal halves, thirds, quarters, fifths, tenths, etc. As a non-limiting example, each range discussed herein can be readily broken down into a lower third, middle third and upper third, etc. As will also be understood by one skilled in the art all language such as “up to,” “at least,” “greater than,” “less than,” and the like include the number recited and refer to ranges which can be subsequently broken down into subranges as discussed above. Finally, as will be understood by one skilled in the art, a range includes each individual member. Thus, for example, a group having 1-3 cells refers to groups having 1, 2, or 3 cells. Similarly, a group having 1-5 cells refers to groups having 1, 2, 3, 4, or 5 cells, and so forth.

While various aspects and embodiments have been disclosed herein, other aspects and embodiments will be apparent to those skilled in the art. The various aspects and embodiments disclosed herein are for purposes of illustration and are not intended to be limiting, with the true scope and spirit being indicated by the following claims.

What is claimed is:

1. A method for performing rough-wavelet based analysis of spatio-temporal patterns, the method comprising:
   generating a wavelet granulated space of features associated with a multispectral image;
   selecting features based on a rough set evaluation;
   removing redundant features; and
   classifying patterns based on the selected features.

2. The method according to claim 1, further comprising using spectral band values as features.

3. The method according to claim 1, further comprising generating the wavelet granulated space by formulating shift-invariant granules in wavelet domain.

4. The method according to claim 3, further comprising formulating the shift-invariant granules through a shift-invariant discrete wavelet transform (SI-DWT) that characterizes feature values for wavelet granulation of an input pattern vector of the multispectral image.

5. The method according to claim 4, further comprising stopping the SI-DWT after a second decomposition.

6. The method according to claim 1, wherein the wavelet granulated space constitutes 4ⁿ granules in an n-dimension feature space for a one-level DWT decomposition.

7. The method according to claim 1, wherein the wavelet granulated space constitutes 7ⁿ granules in an n-dimension feature space for a two-level DWT decomposition.

8. The method according to claim 1, further comprising selecting wavelet bases and decomposition levels to characterize granules for producing wavelet granulation of a feature space.

9. The method according to claim 8, further comprising employing b-orthogonal wavelet bases.

10. The method according to claim 1, wherein selecting features based on rough set evaluation comprises employing neighborhood rough sets (NRS) in the selection of a subset of granulated features that further explore at least one of local and/or contextual information from neighbor granules.

11. The method according to claim 10, further comprising evaluating the subset of granulated features based on a significance of the features.

12. The method according to claim 10, further comprising employing a forward greedy search algorithm for the feature selection.

13. The method according to claim 10, wherein classifying the patterns based on the selected features comprises determining a threshold for distances used in NRS, beyond which classification performance falls substantially.

14. The method according to claim 13, further comprising employing one of a k-nearest neighbors classifier, a maximum likelihood classifier, or a multilayered perceptron classifier to classify the patterns based on the selected features.

15. The method according to claim 14, wherein the k-nearest neighbors classifier uses one of k=1, k=3, or k=5.
16. The method according to claim 1, wherein the multi-spectral image is a remote sensing image.

17. An apparatus for performing rough-wavelet based analysis of spatio-temporal patterns, comprising:
   a memory configured to store instructions and data associated with an input pattern vector of a multispectral image;
   a processor coupled to the memory, wherein the processor is adapted to execute the instructions, which when executed configure the processor to:
   generate a wavelet granulated space of features associated with the multispectral image;
   select features based on a rough set evaluation;
   remove redundant features; and
   classify patterns based on the selected features.

18. The apparatus according to claim 17, wherein the rough-wavelet based analysis is performed to generate a model for land cover classification of a multispectral remote sensing image.

19. The apparatus according to claim 17, wherein the rough-wavelet based analysis is performed for one of texture detection or image indexing.

20. The apparatus according to claim 17, wherein the wavelet granulated space is generated by formulating shift-invariant granules in wavelet domain.

21. The apparatus according to claim 20, wherein the shift-invariant granules are formulated through a shift-invariant discrete wavelet transform (SI-DWT) that characterizes feature values for wavelet granulation of an input pattern vector of a multispectral image.

22. The apparatus according to claim 21, wherein the processor is further configured to stop the SI-DWT after a second decomposition.

23. The apparatus according to claim 17, wherein the wavelet granulated space constitutes 4^n granules in an n-dimension feature space for a one-level DWT decomposition.

24. The apparatus according to claim 17, wherein the wavelet granulated space constitutes 7^n granules in an n-dimension feature space for a two-level DWT decomposition.

25. The apparatus according to claim 17, wherein the processor is further configured to select wavelet bases and decomposition levels to characterize granules for producing wavelet granulation of a feature space.

26. The apparatus according to claim 25, wherein the processor is further configured to employ bi-orthogonal wavelet bases.

27. The apparatus according to claim 17, wherein the processor is further configured to employ neighborhood rough sets (NRS) in the selection of a subset of granulated features that further explore at least one of local and/or contextual information from neighbor granules.

28. The apparatus according to claim 27, wherein the processor is further configured to evaluate the subset of granulated features based on a significance of the features.

29. The apparatus according to claim 27, wherein the processor is further configured to use spectral band values as features.

30. The apparatus according to claim 27, wherein the processor is further configured to employ a forward greedy search algorithm for the feature selection.

31. The apparatus according to claim 27, wherein the processor is further configured to determine a threshold for distances used in NRS, beyond which classification performance falls substantially.

32. The apparatus according to claim 31, wherein the processor is further configured to employ one of a k-nearest neighbors classifier, a maximum likelihood classifier, or a multilayered perceptron classifier to classify the patterns based on the selected features.

33. The apparatus according to claim 32, wherein the k-nearest neighbors classifier uses one of k−1, k−3, or k−5.

34. A computer-readable storage medium having instructions stored thereon for performing rough-wavelet based analysis of spatio-temporal patterns, the instructions comprising:
   generating a wavelet granulated space of features associated with a multispectral image;
   selecting features based on a rough set evaluation;
   removing redundant features; and
   classifying the patterns based on the selected features.

35. The computer-readable storage medium according to claim 34, wherein the wavelet granulated space is generated by formulating shift-invariant granules in wavelet domain.

36. The computer-readable storage medium according to claim 35, wherein the shift-invariant granules are formulated through a shift-invariant discrete wavelet transform (SI-DWT) that characterizes feature values for wavelet granulation of an input pattern vector of the multispectral image.

37. The computer-readable storage medium according to claim 36, wherein the instructions further comprise:
   stopping the SI-DWT after a second decomposition.

38. The computer-readable storage medium according to claim 34, wherein the multispectral image is a remote sensing image.

39. The computer-readable storage medium according to claim 34, wherein the wavelet granulated space constitutes 4^n granules in an n-dimension feature space for a one-level DWT decomposition.

40. The computer-readable storage medium according to claim 34, wherein the wavelet granulated space constitutes 7^n granules in an n-dimension feature space for a two-level DWT decomposition.

41. The computer-readable storage medium according to claim 34, wherein the instructions further comprise:
   selecting wavelet bases and decomposition levels to characterize granules for producing wavelet granulation of a feature space.

42. The computer-readable storage medium according to claim 41, wherein the instructions further comprise:
   employing bi-orthogonal wavelet bases.

43. The computer-readable storage medium according to claim 34, wherein selecting features based on rough set evaluation comprises employing neighborhood rough sets (NRS) in the selection of a subset of granulated features that further explore at least one of local and/or contextual information from neighbor granules.

44. The computer-readable storage medium according to claim 43, wherein the instructions further comprise:
   evaluating the subset of granulated features based on a significance of the features.

45. The computer-readable storage medium according to claim 43, wherein the instructions further comprise:
   using spectral band values as features.

46. The computer-readable storage medium according to claim 43, wherein the instructions further comprise:
employing a forward greed search algorithm for the feature selection.

47. The computer-readable storage medium according to claim 43, wherein classifying the patterns based on the selected features comprises determining a threshold for distances used in NRS, beyond which classification performance falls substantially.

48. The computer-readable storage medium according to claim 47, wherein the instructions further comprise:

employing one of a k-nearest neighbors classifier, a maximum likelihood classifier, or a multilayered perceptron classifier to classify the patterns based on the selected features.

49. The computer-readable storage medium according to claim 48, wherein the k-nearest neighbors classifier uses one of $k=1$, $k=3$, or $k=5$. 